Chapter 2
Methodology

This chapter composes the details on generating two sets of modeled data
containing primary and seafloor multiples using a modeling software, verifying the
modeled data, testing the sensitivity of parameters used in predictive deconvolution on
PTTEP in-house processing software, enhancing periodicity of multiple, and
removing them by predictive deconvolution (PDC) filter. The optimum criteria that
obtained from processing of modeled data were again examined by using real data.
The methodology in this research is illustrated in Figure 2-1.

2.1 Forward modeling stage
2.1.1 Generating modeled data
.To obtain the modeled data, a two-layer and a three-layer models regarding the
geologic model of shallow-hard scafloor are specified to the modeling software
accompanied with their acquisition and computation parameters as shown in Table 2-1.
Subsequently, both input models are simulated by the modeling software and therefore two
modeled shot records are produced in Figure 2-2 and Figure 2-8.

2.1.2 Verifying the modeled data

Verifying the qualification of the two-layer modeled shot was first carried out
before any processing work which included spectral and arrival time analysis.

Spectral analysis of the two-layer modeled shot is illustrated in Figure 2-3. It can
be seen that the frequency content was dominant at 30 Hz while the signal of multiples is
significantly repetitive from 0.1 to 0.8 second. In addition, plot of its semblance in Figure
2-4 particularly shows a velocity trend of multiple, V = 1,500 meter/second, which is
constant from upper to lower time.

Arrival time analysis was performed by (1) predicting several possibilities of
raypaths that can be generated from the input model in Figure 2-2 (a) as shown in Figure 2-
5, (2) calculating 2-way travel time curves of those ray paths, (3) plotting those curves in
Figure 2-6, and (4) comparing the calculated 2-way travel time curves with several
hyperbolae in the modeled shot on the same scale in Figure 2-7. The comparison shows
that arrival times of seismic events versus offsets of both figures are well matched, thus
seismic events in the modeled shot can be classified and refered to the name of the
raypaths previously labeled in the Figure 2-6.

Verifying the qualification of the three-layer modeled shot, in Figure 2-8, was later
conducted which followed all procedures of the two-layer modeled data. Spectral analysis
of the three-layer shot is illusirated in Figure 2-9. Its semblance plot is exhibited in Figure
2-10 whereas overlay plot of modeled and calculated shot is presented in Figure 2-11. The
analysis shows the same results as of the two-layer modeled data.

As verified, it has been found that spectral analysis of both models contains several
events of primary and multiple while the trend of multiple velocity constantly exists in
both semblances. Moreover, an agreement of arrival time versus offset seen on their
overlay plots supports that pulse of wave is generated and propagated through the input
models based on wave propagation theory. For these reasons, it can be accepted that both



Defining an input model

'

Simulating a shot record

l

Transfering a modeled data from Osiris to Focus/Disco S/W

'

Identifying and varifying the modeled shot

l

| Testing predictive deconvolution parameters

l

Normal Moveout Correction (NMO)

Predictive deconvolution

Differential Normal Moveout Correction (DNM 0)

Conventional predictive deconvolution

o Comparison |g

l

Optimum criteria for removing multiple

'

Examination the optimum criteria on real data

l

Conclusion

Figure 2-1 Methodology.



Table 2-1  Acquisition and simulation param

Input file name

10

e mﬁiﬁg‘g
Osiris3 5.pre

eters of input models,

A

bémsZO.pre

Model Acoustic model Acoustic model
Layer 2 horizontal strata 3 horizontal strata
Source
Type Point source with Ghost Point source with Ghost
Depth 10m 10m
Receiver Hydrophone Hydrophone
Response Stress Stress
Lay out Horizontal seismic profile Horizontal seismic profile
Depth
Minimum depth {m) 10 m 10
number of streamer 1 1
Step 10m 10
Ranges
Near-offset 10m 10
Number of recording channel 60 43
al 10 m 10
Computation domain Time Time
Wave propagation 2 Dimension 2 Dimension
Anti-aliasing On On
Spectral sampling adjustment On On
Direct wave computation Integrated Integrated
Direct wave Include Include
Adaptive integration On On
Tapering of Kernel On On
Low frequency cutoff Off Off
Qutput format ASCII ASCII
Kernel output On On
Dispersion correction No No
Bessel correction Bessel Bessel
Domain definition Time Time
Frequency
Lower frequency 0 H=z 0 Hz
Upper frequency 87.5Hz 87.5Hz
Delta frequency 0.1 Hz 0.1 Hz
Center frequency of wavelet 30 Hz 30 Hz
Time
Lower time 0 sec 0 sec
Upper time 5 sec 5 sec
Delta time 0.004 sec 0.004 sec
Integration control Auto Auto
Maximum phase velocity 1x10° m/s 1x10” m/s
Minimum phase velocity 100 m/s 100 m/s
Number of integral point 900 point 500 point
Accuracy level medium medium
| Automatic Automatic
Accuracy level Medium Medium
Global Epsilon 0.001 0.001
Stop Epsilon 1x10° 1x10°
Local Epsilon .001 001

| Osiris35.out

Osiris20.out

V13 Tahle nortrait
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(d) Primary with a ghost, SBG1
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Ml
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{j) Three-bounced multiple with a ghost,
M2G1
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(m) Four-bounced multiple with a ghost, M3G1

() Upgoing wave, U

(&) Primary with source and receiver ghost, SBG2

W

(h) Two-bounced multiple with souce and receiver ghost,
MIG2

i

(k) Three-bounce multiple with source and receiver ghost,

M2G2
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(n) Four-bounced multiple with source and receiver ghost,
M3G2

O ag
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(p) Refracted wave with a ghost, RfrG1 {q) Refracted wave with source and receiver ghost,
RfiG2

YAY Y AV

(r) Two-bounced Refracted multiple, RErM1 (s) Two-bounced Refracted multiple with a ghost,
' REMIG1

{0) Refracted wave, Rfr
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(t) Two-bounced Refracted multiple with source and receiver ghost,
RftM1G2 -

Figure 2-5  Possibilities of seismic events predicted from two-layer input model.
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U = upging wave, D = direct wave, SB = Sea bottom, G = ghost,
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Figure 2-7 Two-layer modeled shot overlaid by calculated shot.
U = upging wave, D = direct wave, SB = Sea bottom, G = ghost, M = multipl in order,
and Rfr = refracted wave.
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Figure 2-11 Three-layer modeled shot overlaid by its calculated shot.
U = upgoing wave, D = direct wave, SB = primary of sea bottom.
G = ghost, M = sea bottom multipl in order, and Rfr = refracted wave.
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modeled shots have adequate quality to be used as the input for data processing in next
stage.

2.2 Processing of modeled data

In this stage, the two-layer modeled data was prepared to meect the conditions
suitable for processing tests in this study. Firstly, the original two-layer modeled shot in
Figure 2-2 (a) shows 100 strong amplitudes at near offset crossing over adjacent traces
possibly due to modeling artifacts, so the first three near-offset traces were excluded.
Secondly, a high-pass filter accompanied with a minimum-phase operator was later applied
to change seismic data to be a minimum-phase waveform. This provides the optimum
condition for deconvolution (Assumption 5 in Appendix C). Thirdly, front-end mute was
examined, results of which can be seen in Appendix D (Figure D-1 and -2, respectively).
Fourthly, Normal moveout (NMO) correction, whose algorithm is non linear, was
carefully checked its effect which can be observed in Appendix D (Figure D-3 to Figure
D-6). Afterwards four main deconvolution parameters namely, autocorrelation gate (G),
operator length (), gap length (&), and prewhitening percentage (&), were therefore next
tested by trial-error method, for details sees Appendix E. It can be noted that although the
two- and three-layer modeled shots were created by the same procedure but only the two-
layer model shot as initiated from simple model is used to deal with module and parameter
testing in Appendix C, D, and E.

The main experiment suggested in this research (Figure 2-1) includes applying
NMO correction using velocity of multiple to move all curvatures of sea-bottom multiples
up to horizontal lines, thus enhancing their periodicity at all offset range, filtering the
multiple out, and then removing NMO effect (DNMO). In filtering step, predictive (PDC)
deconvolution is applied to the data. By so doing, optimum parameters of designing
operator obtained from trial-error tests in Appendix E are exhibited as deconvolution
parameters and kept constant throughout the whole experiments carried out on the
modeled data. Lastly, a band-pass filter with a zero-phase operator is employed to remove
high frequency noise normally generated from deconvolution process.

For comparison, a modeled shot with no deconvolution, a shot with conventional
PDC without periodicity enhancement technique are also performed in a like manner.
Flow of processing sequence of three different cases is shown in Table 2-2. Consequently,
results of the experiments in common shot gather are compared to see which sequence
yields better multiple removal results. Note that both of two- and three-layer model data
are passed through the flow of sequence in Table 2-2 by the same procedures.

2.3 Processing of real data

To evaluate the optimum criteria of deconvolution, two data sets of seismic survey
line acquired over two areas of shallow seafloor were partially selected as test lines of
conventional and new technique. Details of acquisition parameters are illustrated in Table
2-3. Processing of real data needs the same conditions as applied on the modeled data,
however, in practical details, some additional applications may require. Both sets were
therefore processed with both the new and the conventional methods to confirm the
parameters obtained from processing of the modeled data. In addition, to ensure that the
package of PDC should work well in common shot gather (CSG), a raw shot record form
each sets was early selected and tested the ability of both the conventional and the new



o138 uonEPRLIOdOMY = O | aFejusatad Sutuammald =2 : \Bue] den = u : sourisip den) =2
UOTID3LI00 OWN [BHUSISITI(T = QYN * UOTIOALI0D NOAOU [RULION = OJFN  : UOTIIL[OATIONSP SAUDIPAI] = DT d

22

mdmg mding mding
BIE JOAR}-021] 10] S/ [H°] PUB B - o
I9AB[-0M] 10] S/UI QOGS T=A - %
swooo'r=o|
O [0 = SW pO| = U Sl p7 0 T
ouoz Yearq-ysmy sopun | m»:E_utm.uza.E SINT PUS-IUOL] QW PUS-1UOL]
oD SIokel-00m IO SR THpT PR |
1okef-om) 10 s 00G1=A | ORN
sseyd wmwruiw Judmno parsa( urray1g SutIoIg Faurg
§30€I] 189U ¢ 18T SUIry Junipy ooelL], Sunipy @ovi] Sunrpy soe1],
10US PA[OPOIA mduy ndug mduy
D g 1 S | uounjosuossp: ¢ _
SYTEWSY ar05aq JUSWOOTEYUA 2IpOUsd | D@J TPuomuoATe) | ouwmjousmey

')Rp poepout Jo saouanbas Juisssooxd Jomo -7 uﬁm T



23

Table 2-3  Acquisition parameters of two seismic data sets in this research.

(Courtesy PTTEP)
Acquisition Date |
Data shot by Digicon Geco-Pakla
Vessel Ross seal M/V Geco Saphire
Date of survey Aug/Oct 1994
Cable
Streamer type DSS 240 Digital Nessie 4
Length 3115 m 3119 m
No. of groups 240 240
Group interval 125 m 125 m
Streamer depth 4-8m 5m
Source
Energy source Airgun Bolt airgun
Volume 2970 Cuin _ 1354 Cuin
Pressure 2000 PSI 2000 PSI
Gun array depth 6m 5m
Shotpoint interval 25m 37.5m
Near-offset distance | 226 m 131 m
Coverage 60 folds 40 folds
Instrument
Recording system DSS 240 Digital TRIACQ
Digital tape format | SEG-D SEG-D
Tape density 6250 BPI 3590 Catridge
Low cut filter/slope | 3 Hz at 6 dB/Oct 3 Hz at 6 dB/Oct
High cut filter/slope | 160 Hz at 72 dB/Oct 120 Hz at 72 dB/Oct
Sample rate 2 ms 2 ms
Record length 6 /8 sec 5 sec
Navigation
Primary ) : Multifix GPS
Secondary : Skyfix

Spread configuration (Inside parenthesis are of data set 2.)

Primary Source Channel Channel
Antenna 240 (480) 1 (720)
+

| I

I

X XXKXXXXKXKXKKXKKXXK KKK X XXX KKK XKKKKX

| | ' offsets |
0 226 m (131) 3115.5m (3119)
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method before sorting all shots to common depth point (CDP) gathers. This could be
conducted following half of processing sequence in Figure 2-12. Consequently the
inspection of results of removing method has been compared in CSG and semblance
domain in Chapter 3.

Ultimately, raw shots of 2-D seismic data of set 1 and 2 are therefore
processed according to the flow of processing sequences in Figure 2-12 and 2-13,
respectively. The results of these real data sets are however limited only in stacked
section to exclude the occurrence of other processing effects that may disturb the
ability of deconvolution. The processing sequence is described as follows:

2.3.1 Resampling

Totally 160 raw shot records of 2-D seismic data set 1 and 350 shots of data
set 2 were transferred from a SEG-Y to a Focus/Disco internal data format. Data of
set 1 was resampled to record length of 4 seconds, but this resampling was not applied
to the data of set 2.

2.3.2 Geometry setting

Geometry of the survey lines referred in Table 2-3 were assigned to processing
software. These were the main parameters used in sorting and stacking.

2.3.3 Editing

Noisy or bad traces and sometime dead traces were killed interactively from the
sequence of raw data.

2.3.4 High-pass minimum-phase filtering

High-pass minimum phase filter was applied on the data to filter the low frequency
noise and transformed the data to be minimum phase to comply with the deconvolution
assumption.

2.3.5 Gain correction

To remove an attenuation effect of all shots, an exponential gain was then
applied, following by a spherical divergence correction using the function of time-
velocity pairs extracting from representative wells near the tested lines.

2.3.6 Front-end muting

High amplitude firstbreak, refraction events, and guided wave at the shallow time
were later removed by truncating proposed mute zone and zeroing.

2.3.7 Periodicity enhancement using NMO correction

Assigning the velocity of 1,500 m/s to the NMO function. By doing that, all
multiple curvatures were lined up and shown repetitive characteristic for all given non-
zero offset ranges.

2.3.8 Predictive deconvolution (PDC)

By using the optimum parameters in Figure 2-12 and 2-13 with designing
guideline in Table 2-4, all shot records of data set 1 and 2 were deconvolved and multiples
were theoretically removed from the data. Not only was multiple suppressed, but also
resolution of the seismic data was comparatively increased.

2.3.9 Differential NMO correction (DNMO)

After PDC, NMO correction was removed subsequently to reverse all seismic
reflectors back to the place that they had ever been (Focus reference manual, 1994).

2.3.10 Bandpass filtering.

A band-pass filter was again applied to remove high frequency noise generated
from deconvolution process.
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Resampling : at4 sec record length

v

Geometry setting

v

Editing

v

Filtering ; High pass 6/18 , Desired output minimum phase

v

Gain Recovery : 2 Db/sec to 4 sec, Spherical Divergence (V2T)

v

Front-End Mute

v

NMO : Corrected velocity of 1,500 m/s

v

Predictive Deconvolution : Gap length 18 ms, Operator length 164 ms,
Prewhitening 0.1 %,
Design Autocorrelation Gate
Near trace 120 - 3,500 ms,
far trace 2,300 - 3,500 ms.

v

DNMO : Corrected velocity of 1,500 m/s

v

Bandpass filtering : 6/18 — 120/72

v

Sorting : CDP and Offset

v

Velocity Analysis : Picking every 0.5 km .
NMO : Using the Picked velocity

v

Post NMO Mute

v

Stacking : Norminal Fold 60

Figure 2-12 Flow of processing sequence of 2-D seismic data set 1.
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Geometry setting

v

Editing

v

Filtering ; High pass 6/18 , Desired output minimum phase

v

Gain Recovery : 2 Db/sec to 4 sec, Spherical Divergence (V1)

v

Front-End Mute

v

NMO : Corrected velocity of 1,500 m/s

v

Predictive Deconvolution : Gap length 12 ms, Operator length 138 ms,

Prewhitening 0.1 %,
Design Autocorrelation Gate

Near trace 180 - 3,000 ms,
far trace 1,800 - 4,000 ms,

v

DNMO : Corrected velocity of 1,500 m/s

v

Bandpass filtering : 6/18 — 120/72

v

Trace equailzation

v

Sorting : CDP and Offset

v

Velocity Analysis : Picking every 0.5 km

v

NMO : Using the Picked velocity

v

Post NMO Mute

v

Stacking : Norminal Fold 40

2-13  Flow of processing sequence of 2-D seismic data set 2.
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2.3.11 Trace equalization

All-offset traces of all shots were averaged to yield the equalization of energy of all
traces. This was not applied to data set 1 since its energy was not much differed by offset.

2.3.12 Sorting

All shots were sorted to common depth point (CDP) gathers with nominal 60 folds
for data set 1 and nominal 40 folds for data set 2 based upon a predefined geometry.

2.3.13 Velocity analysis

Velocity analysis was carried out at each 80 CDP locations. All velocity functions
were calculated and used for the NMO correction before stacking.

2.3.14 NMO correction

NMO correction of hyperbolic reflection events at certain CDP gathers were
corrected in CDP domain by using time-velocity functions derived from the previous
velocity analysis.

2.3.15 Post NMO mute

NMO correction made some lower frequencies stretch, therefore the post NMO
mute was a process to solve this problem. The data was muted at every 40 CDP locations.

2.3.16 Stacking :

This aims to form a normal stacked (NSTK) section with a higher signal to noise
ratio. Summing of traces together in each CDP gathers results in a stacked trace for each
gathers. These stacked traces were displayed horizontally to represent each CDP station
on seismic section,

Processing results of the two 2-D data sets as three different normal stacked
sections, amplitude spectra and frequency spectra are presented and discussed in
Chapter 3.



