
CHAPTER 4

CONCLUSION

In this work, we gave sufficient conditions for asymptotic stability of the

equilibrium x = 0 of (1.1) and (1.2), by using the Lyapunov Theory.

The following main results we obtained.

1. Neutral system.

Theorem 3.1.1 The equilibrium x = 0 of (1.1) is asymptotic stability if

there exist positive definite matrices P , G1 and G2 such that for any positive

constants α, β with α + β = 1, the following matrices

F1 = AT P + PA + G1 + G2 +
1

α
KT G−1

1 K + MT G−1
2 M + 3δα2

0I + δ−1P 2 + 3γα2
0I,

F2 = 3δα2
1I + 3γα2

1I + γ−1CT P 2C, and

F3 = 3δα2
2I + 3γα2

2I +
1

β
HT G−1

1 H

are negative definite, where I = n× n identity matrix, K = CT PA , M = BT P ,

H = BT PC and f = f(t, x(t), x[t− τ ], x[t− σ]).

2. The Hopfiled neural network.

Theorem 3.2.1 The equilibrium x = 0 of (1.2) is asymptotic stability if

there exist positive definite matrices P , G1 and G2 such that for any positive

constants α, β with α + β = 1, the following matrices

F4 = AT P + PA + G1 + G2 +
1

α
KT G−1

1 K + W T G−1
2 W + 3δα2

0I + δ−1P 2 + 3γα2
0I,

F5 = 3δα2
1I + 3γα2

1I + γ−1CT PPC, and

F6 = 3δα2
2I + 3γα2

2I +
1

β
ZT G−1

1 Z

are negative definite, where I = n× n identity matrix, K = CT PA ,

W = PBT (x[t− σ]) , Z = T (x[t− σ])BT PC and f = f(t, x(t), x[t− τ ], x[t− σ]).
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