CHAPTER 4
CONCLUSION

In this work, we gave sufficient conditions for asymptotic stability of the
equilibrium = = 0 of (1.1) and (1.2), by using the Lyapunov Theory.

The following main results we obtained.

1. Neutral system.

Theorem 3.1.1 The equilibrium x = 0 of (1.1) is asymptotic stability if
there exist positive definite matrices P , G; and G5 such that for any positive

constants «, 3 with a4+ § = 1, the following matrices

1

F, = ATP+PA+G +Gy+ ~K'G'K + MTG;'M + 35021 + 61 P? + 3vall,
«

Fy, = 36ail +3yail + v CTP?C,and

1
Fy = 3603l +3yasl + BHTG;IH

are negative definite, where I = n x n identity matrix, K = C'PA , M = BTP |
H = BTPC and f = f(t,z(t),z[t — 7], z[t — 7]).

2. The Hopfiled neural network.
Theorem 3.2.1 The equilibrium = = 0 of (1.2) is asymptotic stability if
there exist positive definite matrices P , G; and G5 such that for any positive

constants «, § with a4 § = 1, the following matrices

1
By /= ATP+ PA+LG£G + —KTG'K Y WTGW + 36031 +'6TP? % 3y,
«

Fy = 38ail +3yail +v 'CTPPC, and
1
G

are negative definite, where I = n x n identity matrix, K = CTPA ,

W = PBT (x|t —o]) , Z = T(z[t — o])BTPC and f = f(t,z(t),z[t — 7], z[t — 0]).

Fy = 353l +3yasl +=27G{'Z



