Chapter 1
Introduction

This chapter is organized as follows: Section 1.1 presents elementary concepts,
notations and a brief history in fixed point theory of nonexpansive mappings. Section
1.2 is devoted to definition, properties and some known researches concerning strict
pseudocontractions. In Section 1.3 we give definition and properties of relatively quasi-
nonexpansive mappings in Banach spaces. In Section 1.4 we recall some well-known
results and applications of equilibrium problems.

1.1 The Background of Fixed Point Theory and Nonex-
pansive Mappings

Let X be a nonempty set and let 7' : X — X be a nonlinear mapping. We say
that € X is a fixed point of T if

Te=x
and denote by F(T) the fixed points set of T'.
Example 1.1.1. (1) If X =R and Tz = 2? — 5z + 9, then F(T) = {3};
(2) If X =R and Tz = 2* — 2, then F(T) = {-1,2};
(3) If X =R and Tz = 2 + 5, then F(T) = 0);
(4) If X =R and Tx = x, then F(T) =R.

Fixed point theory plays an important role in nonlinear analysis. This is because
many practical problems in applied science, economics, physics and engineering can be
reformulated as a problem of finding fixed points of nonlinear mappings.

The study of fixed point theory is concerned with finding conditions on the
structure that the set X must be endowed as well as on the properties of the operator
T : X — X, in order to obtain results on:

e the existence and the uniqueness of fixed points;
e the structure of fixed point sets;
e the approximation of fixed points.

Let X be a nonempty set and let 7 : X — X be a nonlinear mapping. For any
given x € X, we define T"x inductively by T°z = x and 7"z = TT"x; we call T"z
the iterate of x under T. The mapping T"(n > 1) is called the n'* iterate of T. For
any zo € X, the sequence {x,} given by

tp=Tx, 1=T"xq, n=1,2,---



is called the sequence of successive approximations with the initial value xq. It is known
as the Picard iteration starting at xg.

Iteration procedures are used in nearly every branch of applied mathematics,
and convergence proofs and error estimates are very often obtained by an application
of Banach fixed point theorem (or more difficult fixed point theorems).

In 1922, Banach proved the following famous theorem in fixed point theory for
a contraction.

Theorem 1.1.2. (The Banach contraction principle) Let (X, d) be a complete metric
space and let T : X — X be a contraction, that is, there exists a € [0, 1) such that, for
all x,y € X,

d(Tz, Ty) < ad(z,y).

Then T has a unique fized point. Moreover, for each v € X, the sequence {T"x}
converges strongly to this fized point.

Let C' be a nonempty subset of a Banach space X and let T : C — C be a
nonlinear mapping. Then T is called nonexpansive if, for all x,y € C,

[Tz =Tyl < [l -yl

Many researchers concentrate in obtaining (additional) condition on 7" and X as
general as possible, and which should guarantee the (strong) convergence of the Picard
iteration to a fixed point of 7. Moreover, if the Picard iteration converges to a fixed
point of T', they will be interested in evaluating the error estimate (or alternatively, the
rate of convergence) of the method, that is, in obtaining a stopping criterion for the
sequence of successive approximations. However, the Picard iteration may not converge
even in the weak topology.

To overcome this difficulty, in 1953, Mann [60] introduced the iteration as fol-
lows: a sequence {z,} defined by zy € C' and

Tpi1 = pZy+ (1 —a,)Tx,, Yn >0, (1.1.1)

where {a,,} C (0,1). If T is a nonexpansive mapping with a fixed point and the control
sequence {a,} is chosen such that > >~ a, (1 — a,) = 400, then the sequence {z,}
defined by (1.1.1) converges weakly to a fixed point of T" (this is also valid in a uniformly
convex Banach space with the Fréchet differentiable norm [87]). See also [10, 38].

Due to the weak convergence of Mann’s iteration, in 1967, Halpern [43] intro-
duced the modified Mann’s iteration (1.1.1) as follows: a sequence {z,} defined by
ro € C' and

Tpi1 = opu+ (1 —ay)Tz,, Yn >0, (1.1.2)
where {a,} C (0,1) and u € C. He proved, in a real Hilbert space, the convergence of
{z,,} to a fixed point of T" where a,, :=n"% a € (0, 1).

In 1977, Lions [58] obtained a strong convergence provide the real sequence
{a,, } satisfies the following conditions:
L1: lim, o o, = 0;



L2: > ay = 400;

L3: lim,, o 22—9n=1 = 0,
n

Reich [92] also extended the result of Halpern from Hilbert spaces to uniformly
smooth Banach spaces. However, both Halpern’s and Lions’ conditions imposed on the
real sequence {«,} exclude the canonical choice «, = n%l

In 1992, Wittmann [111] proved that the sequence {z,} converges strongly to
a fixed point of T" if {«,} satisfies the following conditions:

W1: lim,, o v, = 0;
W2: Y% oy, = 400,
W3: >0 o [t — ay| < +o0.

Shioji-Takahshi [95] extended Wittmann’s result to real Banach spaces with
uniformly Gateaux differentiable norms and in which each nonempty, closed, convex
and bounded subset has the fixed point property for nonexpansive mappings. The
concept of Halpern’s iteration has been widely used to approximate the fixed points of
nonexpansive mappings (see, for examples, [6, 32, 51, 91, 112, 113]).

In 2003, Nakajo-Takahashi [71] (see also [9]) introduced another modified Mann’s
iteration for a nonexpansive mapping 7" in a Hilbert space H as follows: 1 = x € C
and

Yn = Qpdp + (1 = O‘n)Tl'na
Co={2€C:|lyp — 2| < |lzn — 2|l},
Qn={z€C:{(x,—zx—x,) >0},
Tn1 = Po,ng,r, n>1,

(1.1.3)

where {a,} C [0,1] and Pk is a metric projection from H into a nonempty, closed
and convex subset K. Such an algorithm is called the CQ) method. They proved that
the sequence {x,} generated by (1.1.3) converges strongly to a fixed point of T if
lim sup,,_, o, o < 1.

Recently, Takahashi et al. [104] introduced a new modification of Mann’s itera-
tion called the shrinking projection method for a nonexpansive mapping 7" in a Hilbert
space H as follows: for xy € H, C; = C and 7 = Pg, ¢, define the sequence {z,} by

Yn = QpTp + (1 - Oén)Tﬂfn,
Cot1={2€Cn: [lyn — 2|| < [lzn — 2|1}, (1.1.4)
Crhi1l, N Z 1a

xn—i—l

where {a,,} C [0, 1]. They proved that the sequence {x,,} generated by (1.1.4) converges
strongly to a fixed point of 7" if limsup,, . o, < 1.

The CQ method and the shrinking projection method are now become a hot
topics in nonlinear analysis. This is because one can get strong convergence of the
generated sequence from its construction.

On the other hand, the problem of finding common fixed points is now has been
extensively studied by mathematicians. To deal with a fixed point problem of a family
of nonlinear mappings, there have been several ways appeared in the literature.

Let C' be a nonempty, closed and convex of a Banach space X. Let {T;}Y, :
C — C be a finite family of nonexpansive mappings.



In 1973, Bruck [22] investigated the mapping defined via the convex combination
of a sequence of nonexpansive mappings {7T;}, as follows:

N
i=1

where {6}, ¢ (0,1) with ¥, 8 = 1. If X is strictly convex, then F(V) =
Nty F(T).
In 1999, Atsushiba-Takahashi [8] defined the mapping W as follows:
U = BT+ (1=p0),
Uy = BThU + (1 - )1,
Us = BT30; + (1 - B3)1,

Uv1 = OByvaTnvaUno+(1—Bna)l,
W = Ux=pNTnUn-1+ (1 =581,
where {3;}¥, C (0,1). This mapping is called the W —mapping generated by Ty, T, - - - , Ty
and 1, Ba, - -+, On. In 2000 Takahashi-Shimoji [107] proved that if X is a strictly convex
Banach space then F(W) = Y, F(T}).

Recently, Kangtunyakarn-Suantai [49] introduced another mapping as follows:
Uy = T+ (1 —pB)I,
Uz BoToUs + (1 — Bo)Un,
Us = B313U; + (1 = 33)Us,

Uv_1 = PBnaaTn-1Un—2+ (1 — Bn_1)Un—2,
K = Unx=0NInUn_1+ (1= 06Nn)Un-1,
where {3;}¥, C (0,1). This mapping is called the K -mapping generated by Ty, Ty, -+ , T
and 1, B2, -+, On. Also, F(K) = ﬂf\il F(T;) in a strictly convex Banach space.

Following the idea of Bruck [22], in recent years, there have been considerable
interests in the study of a common fixed point problem for some certain classes of
nonlinear mappings (see [7, 8, 49, 50, 107]).

1.2 Fixed Points of Strict Pseudocontractions
We begin this section by recalling definition and properties of strict pseudocon-
tractions.

Definition 1.2.1. A mapping 7" with domain D(T') and range R(T) in X is called A-
strictly pseudocontractive [75] if for all z,y € D(T), there exist 0 < A < L and j(z—y) €
J(xz — y) such that

(Tw =Ty, j(x —y)) < [l = ylI> = M[(I = T)x — (I = Tyl
equivalently

(I =T)x— (I =Ty j(x —y)) = A|(I = T)x — (I - T)y*.



Remark 1.2.2. Every A-strict pseudocontraction is 2-*-Lipschitzian [30].

Remark 1.2.3. Let C be a nonempty subset of a Hilbert space and let 7": C' — C be a
mapping. Then T is called k-strictly pseudocontractive [19], if for all x,y € D(T), there
exists k € [0, 1) such that

1Tz = Ty|I* < |z — ylI* + sll(I = T)z — (I - T)y]*. (1.2.1)
It is known that (1.2.1) is equivalent to the following

11—k
|

(Tx —Ty,z —y) < |lz—y|>— 5

(I =T)z — (I —T)yl*.

The following examples are strict pseudocontractions but not nonexpansive.

Example 1.2.4. [120] Let C' = (0, 00) and define T': C' — C by

Example 1.2.5. [34] Let C' = [—1, 2] and define T': C' — R by

| o x € [—1,0),
T = { r— 42 € |0,2).

In 1967, Browder-Petryshyn first introduced in [19] the class of strict pseudo-
contractions and proved the existence and the weak convergence in a Hilbert space of
Mann’s iteration (1.1.1) with a constant sequence «,, = a for all n > 0.

In 2006, Marino-Xu [61] proved that the sequence generated by Mann’s iteration
weakly converges to a fixed point of a k-strict pseudocontraction on a closed and convex
subset of a Hilbert space if the control sequence {a,,} is chosen such that k < «a,, <1
and > (o, — K)(1 — ay,) = +00. Zhou [120] extended, still in Hilbert spaces, the re-
sults of Browder-Petryshyn [19] to Mann’s iteration. Zhou [121] also investigated weak
and strong convergence in 2-uniformly smooth Banach spaces. In a much more general
setting, Zhang-Guo [118] and Zhang-Su [119] studied the convergence in g-uniformly
smooth Banach spaces. In 2010, Chidume-Shahzad [34] also studied the weak conver-
gence of Mann’s iteration in a uniformly smooth Banach space. However, it should be
noted that Mann’s iteration fails to converge for a class of Lipschitz pseudocontractions
in Hilbert spaces [33]. Since 1967, the constructions of fixed points for pseudocontrac-
tions via iteration processes have been extensively studied by many authors (see, for
examples, [1, 26, 27, 28, 75, 82]).

Very recently, Zhou [122] proved the following theorem in the framework of
g-uniformly smooth Banach spaces.

Theorem 1.2.6. Let C' be a nonempty, closed and convex subset of a real g uniformly
smooth Banach space X that either is uniformly convexr or satisfies Opial’s condi-
tion. Let T : C — C be a \-strict pseudocontraction for some 0 < A < 1. Let

1
p = min{l, (%) =1} for some D > 0. Let {x,} be the sequence generated by the



Mann’s iteration algorithm (1.1.1). Assume that the control sequence {a,} is chosen
such that oy, € [0, p] for alln >0 and

(7' = a? My, = +o0.
=0

n
Then the following statements are equivalent:

(a) F(T) #0;
(b) {x,} is bounded;
(c) {xn} converges weakly to a fixed point of T.

Further, in order to get strong convergence results, the modification of Mann’s
iteration is introduced. To be more precise, he proved the following theorem.

Theorem 1.2.7. Let C' be a closed and convex subset of a real qg-uniformly smooth Ba-
nach space X andletT : C — C' be a A-strict pseudocontraction such that F(T) # (. Let

p=min{1, (£)7 7} for some D > 0. Given u,xy € C and sequences {an}, {Ba}, {70}
and {0,} in (0,1), the following control conditions are satisfied:

(a) a < o, < p for some a >0 and for all n > 0;
(b) By + Y+, =1 for alln > 0;

(¢) B — 0 asn—o00, > 0" B =—+00;

(d) a1 — an — 0 as n — oo;

(e) 0 < liminf, o7, < limsup, .7 < 1.

Let the sequence {x,} be generated by

Yn = (1 T an)xn + OlnTZL’n,
Tnt1 = 6nu + VnTn + 5nyn7 n > O,

Then {x,} converges strongly to a fized point z of T, where z = Qp(r)(u) and
Qrry : C — F(T) is the unique sunny nonexpansive retraction from C onto F(T).

Meanwhile, in the end of his article, he put an interesting question as follows:

Can one extend the main results of this paper to both uniformly smooth and
uniformly convex Banach spaces?

In recent years, there have been several types of explicit algorithms for a class of
strict pseudocontractions proposed and studied in Hilbert spaces, 2-uniformly smooth
Banach spaces and ¢g-uniformly smooth Banach spaces (see [118, 119, 120, 121]).

1.3 Fixed Points of Relatively Quasi-nonexpansive Map-
pings

We begin this section by recalling definition and properties of relatively quasi-
nonexpansive mappings.

Let C' be a nonempty subset of a smooth Banach space X and define the
Lyapunov function ¢ : X x X — R by

¢z, y) = llzl* — 2(x, Jy) + [ly]I*



for all z,y € X.

Let T : C — C be a nonlinear mapping. A point p in C is said to be an
asymptotic fized point of T' [29, 86] if C' contains a sequence {z,} which converges
weakly to p and lim,,_ ||z, — Tz,|| = 0. The set of asymptotic fixed points of T is
denoted by F(T).

We say that the mapping T is relatively nonexpansive [62, 64] if the following
conditions are satisfied:

(R1) F(T) # 0;
(R2) ¢(p, Tz) < ¢(p,z) for all x € C and p € F(T);
(R3) F(T) = F(T).

The mapping T will be called relatively quasi-nonexpansive if it satisfies (R1)
and (R2).

The following examples are relatively quasi-nonexpansive mappings.

Example 1.3.1. [64] Let X be a uniformly smooth and strictly convex Banach space
and A C X X X* be maximal monotone such that A=1(0) # (. Then J, = (J+rA)~1J
is a relatively quasi-nonexpansive mapping from X onto D(A) and F(J,) = A~(0).

Example 1.3.2. [3, 48] Let Il be the generalized projection from a smooth, strictly
convex and reflexive Banach space X onto a nonempty, closed and convex subset C' of
X. Then Il is a relatively quasi-nonexpansive mapping and F(IIs) = C.

Example 1.3.3. [105] Let C be a nonempty, closed and convex subset of a smooth,
reflexive and strictly convex Banach space X. Let f be a bifunction from C' x C' — R.
For each r > 0, define the mapping T}, : X — C' as in Lemma 2.8 of [105]. Then 7, is a
relatively quasi-nonexpansive mapping and F(T,) = EP(f) (see Lemma 2.9 of [105]).

Example 1.3.4. [117] Let C be a nonempty, closed and convex subset of a smooth,
reflexive and strictly convex Banach space X. Let f be a bifunction from C' x C' — R,
A : C — X* a continuous and monotone mapping, and ¢ : ¢ — R a convex and
lower semi-continuous function. For each r > 0, define the mapping S, : X — C
as in Lemma 1.5 of [117]. Then S, is a relatively quasi-nonexpansive mapping and
F(S,)=GMEP(f, A, o).

Matsushita-Takahashi [62] introduced the modified Mann’s iteration for a rela-
tively nonexpansive T as follows: a sequence {z,} defined by

Tpi1 = o HanJz, + (1 — o) JT,,) (1.3.1)

where {a, } C (0,1), Il is a generalized projection of X onto C' and J is the normalized
duality mapping on X. They proved a weak convergence of the sequence {z,} generated
by (1.3.1).

In 2005, Matsushita-Takahashi [64] extended the result of Nakajo-Takahashi
[71] for a relatively nonexpansive mapping 7" in uniformly smooth and uniformly convex



Banach spaces and defined the following iteration:

where {a,} is

xg=x € C chosen arbitrarily,

Yo = J HanJzn + (1 — ap)JTy,),
Crn={2€C:9(z,yn) < O(z,20)},
Qn={2€C:{(x,— 2z Jo— Jzx,) >0},
Tpi1 = le,ng,z, n >0,

a real sequence in [0, 1].

In 2007, Plubtieng-Ungchittrakool [83] introduced new general processes of two
relatively nonexpansive mappings S and 7' in uniformly smooth and uniformly convex
Banach spaces as follows:

7

and

\

xo=x € C chosen arbitrarily,

Yo = J HanJz, + (1 — ) JT'z,,),

20 = SN BN T, + B I T, + 80 TS,
Crn={2€C:¢(z,yn) < 0(2,7,)},
Qn={2€C:{(x,— 2z Jr— Jzx,) >0},
Tpi1 = lg,ng,z, n 20,

xg=x € C chosen arbitrarily,

Yo = J HanJzo + (1 — o) JTz,),

20 = J (B Tz, + B I T, + B IS,
Ch={2€C:¢(z,yn) < (2, 2) + an(||xo||* + 2(z, Jx, — Jz))},
Qn={2€C:(x,— 2z Jx— Jzx,) >0},

Tpt1 = lg,ng,z, n =0,

where {a,}, {@(11)}, {3?} and {ﬁ,(f)} are sequences in [0, 1] with B 4+ 8P 4+ 88 =1,

Su et

al. [97] proposed the following monotone hybrid algorithm for a rela-

tively quasi-nonexpansive mapping 7' in uniformly smooth and uniformly convex Ba-

nach spaces:

\

where {a,} is

xg € C chosen arbitrarily,

Yo = J N anJz, + (1 = o) JTy,),
Crn={2€C1NQn-1:02,yn) < &(2,2,)},
Co={z € C:9(z,4) < ¢(z,20)},
Qn={z€CraNQn_1:{xy— 2, Jaxg— Jx,) >0},
Qo=C,

Lptl = chanx, n >0,

a real sequence in [0, 1].

Qin et al. [85] introduced the following shrinking projection method for a
relatively quasi-nonexpansive mapping 7" in a uniformly smooth and uniformly convex

Banach space:

rg € E  chosen arbitrarily,

C,=0C, 1= Ilg, o,

Yo = J HanJzr + (1 — o) JTz,),

On-i—l = {Z € Cn : ¢(zayn) S an¢(z7$l) + (1 - an)gb(z,xn)},
Tpp1 = ¢, v, Vn>1,



where {a,} is a real sequence in [0, 1].

The problem of finding fixed points of relatively nonexpansive mappings and
relatively quasi-nonexpansive mappings has been investigated by many authors (see,
for examples, [5, 7, 16, 53, 54, 62, 93, 110]).

1.4 Equilibrium Problems

In 1972, Ky Fan [37] established the famous Ky Fan inequality in a Hausdorff
topological vector space. It is well-known that Fan’s minimax inequalities have played
very important roles in the study of modern nonlinear analysis. By a powerful tool of
this inequality, since 1972, a number of generalized versions are continuously established
in the literature (see, for instance, [4, 24, 59, 109]). In this connection, utilizing Ky Fan
inequality, Blum-Oettli [13] proved the existence under the restriction on a bifunction
of the equilibrium model which closely relates to optimal theory, fixed point theory,
saddle points, variational inequalities, complementarity problems, Nash equilibrium in
game theory and so on (see [23, 39, 40, 68, 76, 96]).

Let C' be a closed and convex subset of a Banach space X and let f : OCxC — R
be a bifunction which satisfies the following conditions:

(A1) f(z,x) =0 for all x € C,

(A2) f is monotone, i.e., f(z,y) + f(y,x) <0 for all z,y € C;

(A3) for all z,y,z € C, limsupy, f(tz + (1 — t)z,y) < f(z,y);

(A4) for all z € C, f(x,-) is convex and lower semi-continuous.

We next give examples of bifunctions which satisfy the conditions (A1)-(A4).
Example 1.4.1. Let X =R and C' = [—1,1]. Define f: C' x C' — R by
f(x,y) = =92° + zy + 8y°.

Then f is a bifunction satisfying (A1)-(A4).

Example 1.4.2. Let X = R and C = [-5,5]. Define f: C x C'— R by
fz,y) = —42® + 4y°.
Then f is a bifunction satisfying (A1)-(A4).
Blum-Oettli [13] proved the following existence result:

Lemma 1.4.3. [13] Let C be a closed and convexr subset of a smooth, strictly conver,
and reflexive Banach space X, let f be a bifunction from C x C' to R which satisfies
conditions (A1)-(A4), and let r > 0 and x € X. Then there exists z € C' such that

1
f(z,9) +;<Jz— Jr,y—z) >0, VyeC.

It is known that the above inequality relates to the equilibrium problem which
is the problem of finding & € C such that

flE,y) >0 VyecC. (1.4.1)
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The solutions set of (1.4.1) is denoted by EP(f).

Employing the ideas of Blum-Oettli [13] and Combettes-Hirstoaga [36], Takahashi-
Zembayashi first gave in [105] some nice properties of the auxiliary operator of the equi-
librium problem via fixed point theory. They also studied, in uniformly smooth and
uniformly convex Banach spaces, the strong convergence of the sequence generated by
the following algorithm:

ro=x€C, Cy=0C,

Yo = J HanJz, + (1 — an)JTy,),

u, € C' such that f(u,,y) + %(y — Uy, Ju, — Jyn) >0 Vy € C,
Cn—i-l - {Z €Cy: (;S(z,un) < qﬁ(z,xn)},

Ty = g, ,my, n =0,

where {a,} C (0,1) and T is a relatively nonexpansive mapping on C. The results
obtained by Takahashi-Zembayashi [105] mainly improve and extend those of Tada-
Takahashi [99] from Hilbert spaces to Banach spaces.

As a generalization, the generalized mixed equilibrium problem is the problem
of finding # € C' such that

f(@,y) + (A2, y — @) + o(y) > (2), Yy € C (1.4.2)

where ¢ is a real-valued function on C' and A is a mapping from C' to X*, the dual of
X. The solutions set of (1.4.2) is denoted by GMEP(f, A, ¢) (see Peng-Yao [79]).

If A =0, then the generalized mixed equilibrium problem (1.4.2) reduces to the
following mixed equilibrium problem: finding & € C' such that

f(@,y)+¢(y) > o), Yy e C. (1.4.3)

The solutions set of (1.4.3) is denoted by M EP(f, ) (see Ceng-Yao [25]).

If f =0, then the generalized mixed equilibrium problem (1.4.2) reduces to the
following mixed variational inequality problem: finding # € C' such that

(AZ,y — &) + o(y) = ¢(2), Vy € C. (1.4.4)

The solutions set of (1.4.4) is denoted by VI(C, A, ¢) (see Noor [73]).

If ¢ = 0, then the generalized mixed equilibrium problem (1.4.2) reduces to the
following generalized equilibrium problem: finding € C' such that

F(@,y) + (Az,y —2) >0, Vy € C. (1.4.5)

The solutions set of (1.4.5) is denoted by GEP(f, A) (see Moudafi [67] and Takahashi-
Takahashi [108]).

If f =0, then the mixed equilibrium problem (1.4.3) reduces to the following
convex minimization problem: finding & € C' such that

ey) = (), Vy € C. (1.4.6)

The solutions set of (1.4.6) is denoted by C'M P(¢y).
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If ¢ = 0, then the mixed variational inequality problem (1.4.4) reduces to the
following variational inequality problem: finding & € C' such that

(Ad,y—2) >0, Vy € C. (1.4.7)

The solutions set of (1.4.7) is denoted by VI(C, A) (see Stampacchia [96]).

The problem of finding solutions of the equilibrium problem under constraint
the fixed point problem of nonlinear mappings has been studied by many authors (see,
for instance, (28, 35, 46, 47, 50, 57, 67, 77, 78, 79, 80, 81, 82]).

The purpose of this thesis are three folds. Firstly, we construct and study
new methods for a common fixed point of a countable family of nonexpansive map-
pings, quasi-nonexpansive mappings, strict pseudocontractions and relatively quasi-
nonexpansive mappings. Secondly, we construct and study new methods for finding
solutions of equilibrium problems, variational inequality problems and mixed equilib-
rium problems. Finally, we find sufficient conditions for weak and strong convergence
theorems of the iterative methods defined in the first and the second purposes.

This thesis is divided into 6 chapters. Chapter 1 is an introduction of this thesis.
Chapter 2 is devoted to preliminaries, lemmas and propositions which will be used in
this thesis. Chapter 3-Chapter 5 are the main results of this thesis and the conclusion
is in Chapter 6. To be more precise, Chapter 3 is organized as follows: in Section 3.1,
we investigate the convergence of Mann-type iterative scheme for a countable family of
strict pseudocontractions in a uniformly convex Banach space with the Fréchet differ-
entiable norm. In Section 3.2, we give some affirmative answer raised by Zhou [122].
We study the weak convergence of Mann-type iteration for a countable family of strict
pseudocontractions in a uniformly smooth Banach space which is uniformly convex or
satisfies Opial’s condition. The strong convergence theorems are also established in this
section.

Chapter 4 is organized as follows: in Section 4.1, employing idea of Takahashi
8], we first investigate the W-mapping generated by a sequence of Lipschitz and quasi-
nonexpansive mappings. We construct hybrid algorithms for solving the fixed point
problem, the variational inclusion, and the generalized equilibrium problem. In Sec-
tion 4.2, we present hybrid algorithms for solving a system of generalized equilibrium
problems under the constraint fixed point problem of strict pseudocontractions. The
strong convergence is also discussed in this section. In Section 4.3, using the KKM
mapping, we prove the existence of solutions of the mixed equilibrium problem (MEP)
in the framework of Banach spaces. Then, by virtue of this result, we construct hy-
brid algorithms to solve the mixed equilibrium problem and the fixed point problem of
nonexpansive mappings.

Finally, Chapter 5 is organized as follows: in Section 5.1, we discuss strong con-
vergence for a system of equilibrium problems and common fixed points set of relatively
quasi-nonexpansive mappings in a Banach space. In Section 5.2, we introduce hybrid
methods for finding common elements in the solutions set of the equilibrium problem
and the common fixed points set of a countable family of relatively quasi-nonexpansive
mappings in a Banach space. The Mosco convergence ensures the strong convergence
when the sequence of mappings satisfies the (x)-condition. The examples of mappings
which satisfy the (x)-condition are also shown.



