
CHAPTER 3

MAIN RESULTS

In this chapter, we present the characterization of the natural partial order

on S(X, Y ), and give necessary and sufficient conditions for elements in S(X, Y )

to be minimal or maximal. Moreover, we find elements of S(X, Y ) which are

compatible with ≤ on S(X,Y ), and count the numbers of minimal and maximal

elements of S(X,Y ) when X is a finite set.

3.1 Characterizations

In this section, we give necessary and sufficient conditions for α ≤ β where α, β ∈

S(X, Y ).

Theorem 3.1.1 Let α, β ∈ S(X,Y ). Then α ≤ β if and only if α, β satisfy the

following conditions:

(i) Xα ⊆ Xβ and Y α ⊆ Y β;

(ii) πβ refines πα and πβ(Y ) refines πα(Y );

(iii) for each x ∈ X, xβ ∈ Xα implies xα = xβ.

Proof. Assume that α ≤ β. Then there exist γ, µ ∈ S(X, Y ) such that α =

γβ = βµ and α = αµ by Lemma 2.4.3. From α = γβ, we have Xα ⊆ Xβ and

Y α ⊆ Y β by Lemma 2.4.1 and from α = βµ, we get πβ refines πα and πβ(Y )

refines πα(Y ) by Lemma 2.4.2. If xβ ∈ Xα, then xβ = zα for some z ∈ X and

therefore xα = xβµ = zαµ = zα = xβ.

Conversely, assume that the conditions hold. From (i) and (ii), there exist

γ, µ ∈ S(X, Y ) such that α = γβ = βµ by Lemma 2.4.1 and Lemma 2.4.2. For

each x ∈ X, we have xα = xγβ = yβ for some y ∈ X, so yβ ∈ Xα. By (iii), we

get yα = yβ and hence xα = yβ = yα = yβµ = xαµ, that is, α = αµ. Therefore,

α ≤ β by Lemma 2.4.3. �
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Example 3.1.2 Let X = {1, 2, 3, 4, 5, 6} and Y = {1, 2, 3}. We define α, β ∈

S(X, Y ) by

α =

 1 2 3 4 5 6

1 2 2 4 4 6

 , β =

 1 2 3 4 5 6

1 2 3 4 4 6

 .

Then there are γ, µ ∈ S(X, Y ) such that

γ =

 1 2 3 4 5 6

1 2 2 4 4 6

 , µ =

 1 2 3 4 5 6

1 2 2 4 5 6

 ,

and α = γβ = βµ, α = αµ which follow that α ≤ β. In addition, we can check

that α ≤ β by using Theorem 3.1.1 as below.

(i) Xα = {1, 2, 4, 6} ⊆ {1, 2, 3, 4, 6} = Xβ and Y α = {1, 2} ⊆ {1, 2, 3} =

Y β;

(ii) Since πβ = {{1}, {2}, {3}, {4, 5}, {6}}, πα = {{1}, {2, 3}, {4, 5}, {6}},

πβ(Y ) = {{1}, {2}, {3}}, and πα(Y ) = {{1}, {2, 3}}, we have πβ refines πα and

πβ(Y ) refines πα(Y);

(iii) 1β, 2β, 4β, 5β, 6β ∈ Xα and 1α = 1β, 2α = 2β, 4α = 4β, 5α = 5β,

6α = 6β. �

Corollary 3.1.3 Let α, β ∈ T (X). Then α ≤ β if and only if α, β satisfy the

following conditions:

(i) Xα ⊆ Xβ;

(ii) πβ refines πα;

(iii) for each x ∈ X, xβ ∈ Xα implies xα = xβ.

Proof. By taking Y = X, we obtain S(X, Y ) = T (X), Y α = Xα, Y β = Xβ and

πβ(Y ) = πβ, πα(Y ) = πα. Thus the proof is complete by Theorem 3.1.1. �
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3.2 Minimal and Maximal Elements

In this section, we give necessary and sufficient conditions for elements in S(X, Y )

to be minimal or maximal elements.

Theorem 3.2.1 Let α ∈ S(X, Y ). Then α is a minimal element if and only if α

is a constant map.

Proof. Assume that α is not a constant map. Then |Xα| > 1. Choose y ∈ Y α

and define β ∈ S(X, Y ) by xβ = y for all x ∈ X. Then α ̸= β. We have

Xβ = {y} ⊆ Y α ⊆ Xα, Y β = {y} ⊆ Y α. Since πβ = {X} = πβ(Y ), πα

refines πβ and πα(Y ) refines πβ(Y ). For each x ∈ X, if xα ∈ Xβ = {y}, implies

xα = y = xβ. Thus β ≤ α and α ̸= β by Theorem 3.1.1. Hence α is not minimal.

On the other hand, assume that α is a constant map with image {y}. Let

β ∈ S(X, Y ) be such that β ≤ α. By (i) of Theorem 3.1.1, we getXβ ⊆ Xα = {y}.

Then β = α. Hence α is minimal. �

Example 3.2.2 Let X = {1, 2, 3, 4} and Y = {1, 2}. Consider

α =

 1 2 3 4

1 1 1 1

 , β =

 1 2 3 4

2 2 2 2

 .

Then we have α, β ∈ S(X,Y ) are the only two minimal elements by Theorem

3.2.1. �

Lemma 3.2.3 Let α ∈ S(X, Y ). If α is injective or α is surjective, then α is a

maximal element.

Proof. Assume that α is injective. Let β ∈ S(X, Y ) be such that α ≤ β. Since

α ≤ β, we have α, β satisfy conditions (i) - (iii) of Theorem 3.1.1. Let y ∈ Y . Then

yα ∈ Y α ⊆ Y β. Thus yα = y′β for some y′ ∈ Y . Since y′β = yα ∈ Y α ⊆ Xα,

we get y′α = y′β. Then yα = y′β = y′α. From α is injective, we have y = y′.

So yα = yβ for all y ∈ Y . That is Xα ⊆ Xβ and Y α = Y β, hence Xα \ Y α ⊆

Xβ \ Y β.
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From πβ refines πα and α is injective, we get β is also injective. Since α and β

are injective, Xα \ Y α = (X \ Y )α and Xβ \ Y β = (X \ Y )β. This implies that

(X \ Y )α ⊆ (X \ Y )β. Now, let x ∈ X \ Y . Then xα ∈ (X \ Y )α ⊆ (X \ Y )β.

So xα = zβ for some z ∈ X \ Y . Since zβ = xα ∈ Xα, we have zα = zβ by (iii)

of Theorem 3.1.1. Thus xα = zβ = zα. Since α is injective, x = z. So xα = xβ.

Therefore α = β, that is, α is maximal.

Next, we consider the case α is surjective. Then Xα = X = Xβ. By

(iii) of Theorem 3.1.1, we get xα = xβ for all x ∈ X. Thus α = β and so α is a

maximal element. �

Lemma 3.2.4 Let α ∈ S(X, Y ). If Y ⊆ Xα and α : X \ Y → X \ Y α is injective,

then α is a maximal element.

Proof. Assume that Y ⊆ Xα and α : X\Y → X\Y α is injective. Let β ∈ S(X, Y )

be such that α ≤ β. Then α, β satisfy conditions (i) - (iii) of Theorem 3.1.1.

From Y β ⊆ Y ⊆ Xα, we get yα = yβ for all y ∈ Y . Next, we show that

(X \Y )α ⊆ (X \Y )β. Suppose that there is x ∈ (X \Y )α such that x /∈ (X \Y )β.

Since (X \ Y )α ⊆ Xα ⊆ Xβ, we have x ∈ Xβ. From Xβ = Y β ∪ (X \ Y )β, we

get x ∈ Y β or x ∈ (X \ Y )β. Since x /∈ (X \ Y )β, we have x ∈ Y β. Then there

is y′ ∈ Y such that x = y′β. From y′β = x ∈ (X \ Y )α, y′α = y′β by (iii) of

Theorem 3.1.1. Then x = y′β = y′α. Thus x = y′α ∈ Y α which is a contradiction

since x ∈ (X \ Y )α ⊆ X \ Y α by assumption. Hence there is no x ∈ (X \ Y )α

such that x /∈ (X \ Y )β, that is (X \ Y )α ⊆ (X \ Y )β.

Let x ∈ X \Y . Then xα ∈ (X \Y )α ⊆ (X \Y )β. Thus xα = x′β for some

x′ ∈ X \ Y . Since x′β = xα ∈ Xα, we get x′α = x′β by (iii) of Theorem 3.1.1.

Hence xα = x′β = x′α. Since α : X \Y → X \Y α is injective, we have x = x′. So

xα = xβ for all x ∈ X \ Y . Therefore α = β, that is, α is a maximal element. �

Lemma 3.2.5 Let α ∈ S(X,Y ). If |yα−1| = 1 for all y ∈ Xα ∩ Y and X \ Y ⊆

(X \ Y )α, then α is a maximal element.

Proof. Assume that the conditions hold. Let β ∈ S(X, Y ) be such that α ≤ β.

Since α ≤ β, we have α, β satisfy conditions (i) - (iii) of Theorem 3.1.1. Let y ∈ Y .
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Then yα ∈ Y α ⊆ Y β. Thus yα = y′β for some y′ ∈ Y . Since y′β = yα ∈ Y α ⊆

Xα, we get y′α = y′β by (iii) of Theorem 3.1.1. Then yα = y′β = y′α. Since

yα ∈ Xα ∩ Y and y, y′ ∈ (yα)α−1, we get y = y′ by assumption. Thus yα = yβ

for all y ∈ Y . Now, let x ∈ X \ Y . Since Xβ ⊆ X = (X \ Y ) ∪ (Y α) ∪ (Y \ Y α),

we consider three possibilities: If xβ = x′ ∈ X \ Y ⊆ (X \ Y )α ⊆ Xα, then

xα = xβ. If xβ = x′ ∈ Y α ⊆ Xα, then xα = xβ. If xβ = x′ ∈ Y \ Y α, then

x′β−1 ∈ πβ(Y ) since x′ ∈ Xβ ∩ Y . Since α ≤ β, we get πβ(Y ) refines πα(Y ),

that is there exists z ∈ Xα ∩ Y such that x′β−1 ⊆ zα−1. Since |zα−1| = 1 and

x ∈ x′β−1, it follows that x′β−1 = {x} = zα−1. Then xβ = x′ and xα = z. Thus

z = xα ∈ Xα ⊆ Xβ which implies that z ∈ Xβ ∩ Y and that zβ−1 ∈ πβ(Y ).

Again, since πβ(Y ) refines πα(Y ), we have zβ−1 ⊆ uα−1 for some u ∈ Xα ∩ Y .

From |uα−1| = 1, we get zβ−1 = {u′} = uα−1 for some u′ ∈ X. Hence u′β = z

and u′α = u. Since u′β = z ∈ Xα, it follows that u′β = u′α and that z = u.

Since zα−1 = {x}, uα−1 = {u′} and z = u ∈ Xα ∩ Y , we have x = u′ by the

assumption. So x′ = xβ = u′β = z and hence xα = z = x′ = xβ. In any cases, we

have xα = xβ for all x ∈ X \ Y .

So, α = β and therefore α is a maximal element. �

Example 3.2.6 LetX be the set of all natural numbers and Y the set of all positive

even integers. Consider

α =

 2 4 6 8 10 12 . . . 1 3 5 7 9 11 . . .

4 6 8 10 12 14 . . . 3 5 7 9 11 13 . . .

 ,

β =

 2 4 6 8 10 12 . . . 1 3 5 7 9 11 . . .

4 4 6 8 10 12 . . . 2 2 1 1 3 5 . . .

 ,

γ =

 2 4 6 8 10 12 . . . 1 3 5 7 9 11 . . .

4 4 6 8 10 12 . . . 2 3 5 7 9 11 . . .

 ,

µ =

 2 4 6 8 10 12 . . . 1 3 5 7 9 11 . . .

6 8 10 12 14 16 . . . 2 1 1 3 5 7 . . .

 .
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Since α is injective and β is surjective, we have α and β are maximal elements by

Lemma 3.2.3. Since Y ⊆ Xγ and γ : X \ Y → X \ Y γ is injective, we have γ is a

maximal element by Lemma 3.2.4. Also, since |yµ−1| = 1 for all y ∈ Xµ ∩ Y and

X \ Y ⊆ (X \ Y )µ, we have µ is a maximal element by Lemma 3.2.5. �

In order to prove Thoerem 3.2.9, the following two lemmas are needed.

Lemma 3.2.7 Let α ∈ S(X, Y ). If α is a maximal element and |yα−1| > 1 for

some y ∈ Xα ∩ Y , then Y ⊆ Xα.

Proof. Assume that α is a maximal element and |yα−1| > 1 for some y ∈ Xα∩Y .

Suppose that Y * Xα. Then there is z ∈ Y such that z /∈ Xα. Since |yα−1| > 1,

there exist a, b ∈ yα−1 such that a ̸= b, that is aα = bα = y ∈ Xα∩ Y . We define

β ∈ S(X, Y ) by

xβ =

xα if x ̸= b,

z if x = b.

Since Xβ = Xα∪̇{z}, we obtain α ̸= β and Xα ⊆ Xβ. If z ∈ Y β, then Y β =

Y α∪̇{z}. But, if z /∈ Y β, then Y β = Y α. It follows that Y α ⊆ Y β. Since

zβ−1 = {b} ⊆ yα−1 and uβ−1 ⊆ uα−1 for all u ∈ Xβ \ {z}, we have πβ refines

πα and πβ(Y ) refines πα(Y ). If x ∈ X and xβ ∈ Xα, then x ̸= b, so xβ = xα

by the definition of β. Then α ≤ β by Theorem 3.1.1. This implies α < β which

contradicts the maximality of α. Therefore, Y ⊆ Xα as required. �

Lemma 3.2.8 Let α ∈ S(X, Y ). If α is a maximal element, α is not injective and

X \ Y * (X \ Y )α, then Y ⊆ Xα.

Proof. Assume that α is a maximal element, α is not injective and X \ Y *

(X \ Y )α. Suppose that Y * Xα. Then there is z ∈ Y such that z /∈ Xα. Since

α is not injective, there exist a, b ∈ X such that a ̸= b and aα = bα.
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Case aα = bα ∈ Y : We define β ∈ S(X, Y ) by

xβ =

xα if x ̸= b,

z if x = b.

Since Xβ = Xα∪̇{z}, we obtain α ̸= β and Xα ⊆ Xβ. If z ∈ Y β, then

Y β = Y α∪̇{z}. If z /∈ Y β, then Y β = Y α. It follows that Y α ⊆ Y β. Since

zβ−1 = {b} ⊆ (bα)α−1 and uβ−1 ⊆ uα−1 for all u ∈ Xβ \ {z}, we have πβ refines

πα. Let A ∈ πβ(Y ). Then A = yβ−1 for some y ∈ Xβ ∩ Y . If z = y ∈ Xβ ∩ Y ,

then A = zβ−1 = {b} ⊆ (bα)α−1 where bα ∈ Xα ∩ Y . If z ̸= y ∈ Xβ ∩ Y , then

A = yβ−1 ⊆ yα−1 where y ∈ Xα ∩ Y . Hence πβ(Y ) refines πα(Y ). If x ∈ X and

xβ ∈ Xα, then x ̸= b, so xβ = xα by the definition of β. Then α ≤ β by Theorem

3.1.1. This implies α < β.

Case aα = bα ∈ X \ Y : Then a, b ∈ X \ Y . Since X \ Y * (X \ Y )α, there is

z′ ∈ X \ Y such that z′ /∈ (X \ Y )α. Since Y α ⊆ Y and z′ /∈ Y , we get z′ /∈ Y α.

Thus z′ /∈ Xα. We define β ∈ S(X, Y ) by

xβ =

xα if x ̸= b,

z′ if x = b.

Since Xβ = Xα∪̇{z′}, we obtain α ̸= β and Xα ⊆ Xβ. Since b /∈ Y , we get

Y α = Y β. Since z′β−1 = {b} ⊆ (bα)α−1 and uβ−1 ⊆ uα−1 for all u ∈ Xβ \ {z′},

we have πβ refines πα. Let A ∈ πβ(Y ). Then A = yβ−1 for some y ∈ Xβ ∩ Y .

Since z′ /∈ Y , we have z′ ̸= y ∈ Xβ ∩ Y , so A = yβ−1 ⊆ yα−1 where y ∈ Xα ∩ Y .

Hence πβ(Y ) refines πα(Y ). If x ∈ X and xβ ∈ Xα, then x ̸= b, so xβ = xα by

the definition of β. Then α ≤ β by Theorem 3.1.1. This implies α < β.

In any cases, we have α < β which contradicts the maximality of α.

Therefore, Y ⊆ Xα as required. �
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Theorem 3.2.9 Let α ∈ S(X, Y ). Then α is a maximal element if and only if

one of the following statements holds.

(i) α is injective.

(ii) α is surjective.

(iii) Y ⊆ Xα and α : X \ Y → X \ Y α is injective.

(iv) |yα−1| = 1 for all y ∈ Xα ∩ Y and X \ Y ⊆ (X \ Y )α.

Proof. Assume that α is a maximal element of S(X, Y ) under ≤. We prove that

one of the conditions (i)-(iv) holds by supposing that (i),(ii) and (iv) are false.

That is there are two cases arise:

I. α is not injective, α is not surjective and |yα−1| > 1 for some y ∈ Xα∩Y ,

or II. α is not injective, α is not surjective and X \ Y * (X \ Y )α.

If I. occurs, then by Lemma 3.2.7, we have Y ⊆ Xα. Now, we show that

α : X \Y → X \Y α by supposing that there is a ∈ X \Y such that aα ∈ Y α. Let

b = aα. Since b ∈ Y α, we get b = yα for some y ∈ Y . Since α is not surjective

and Y ⊆ Xα, there is z ∈ X \ Y such that z /∈ Xα. We define β ∈ S(X, Y ) by

xβ =

xα if x ̸= a,

z if x = a.

Since Xβ = Xα∪̇{z}, we obtain α ̸= β and Xα ⊆ Xβ. Since a /∈ Y , we get

Y α = Y β. Since zβ−1 = {a} ⊆ (aα)α−1 and uβ−1 ⊆ uα−1 for all u ∈ Xβ \ {z},

we have πβ refines πα and πβ(Y ) refines πα(Y ). If x ∈ X and xβ ∈ Xα, then

x ̸= a, so xβ = xα by the definition of β. Then α ≤ β by Theorem 3.1.1. This

implies α < β which is a contradiction. Hence α : X \ Y → X \ Y α.

Next, we show that α : X \ Y → X \ Y α is injective. Suppose that there

exist u, v ∈ X \ Y such that u ̸= v and uα = vα. We define γ ∈ S(X, Y ) by

xγ =

xα if x ̸= v,

z if x = v.

Since Xγ = Xα∪̇{z}, we obtain α ̸= γ and Xα ⊆ Xγ. Since v /∈ Y , we get

Y α = Y γ. Since zγ−1 = {v} ⊆ (vα)α−1 and wγ−1 ⊆ wα−1 for all w ∈ Xγ \ {z},
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we have πγ refines πα and πγ(Y ) refines πα(Y ). If x ∈ X and xγ ∈ Xα, then

x ̸= v, so xγ = xα by the definition of γ. Then α ≤ γ by Theorem 3.1.1. This

implies α < γ which is a contradiction. Hence α : X \ Y → X \ Y α is injective.

If II. occurs, then by Lemma 3.2.8, we also get Y ⊆ Xα. And by the same

proof as given for case I, we obtain that α : X \ Y → X \ Y α.

Finally, we show that α : X \Y → X \Y α is injective. Suppose that there

exist u′, v′ ∈ X \ Y such that u′ ̸= v′ and u′α = v′α. Since X \ Y * (X \ Y )α,

there is z′ ∈ X \ Y such that z′ /∈ (X \ Y )α. Since Y α ⊆ Y and z′ /∈ Y , we get

z′ /∈ Y α. Thus z′ /∈ Xα. We define σ ∈ S(X,Y ) by

xσ =

xα if x ̸= v′,

z′ if x = v′.

Since Xσ = Xα∪̇{z′}, we obtain α ̸= σ and Xα ⊆ Xσ. Since v′ /∈ Y , we get

Y α = Y σ. Since z′σ−1 = {v′} ⊆ (v′α)α−1 and uσ−1 ⊆ uα−1 for all u ∈ Xσ \ {z′},

we have πσ refines πα and πσ(Y ) refines πα(Y ). If x ∈ X and xσ ∈ Xα, then

x ̸= v′, so xσ = xα by the definition of σ. Then α ≤ σ by Theorem 3.1.1. This

implies α < σ which is a contradiction. Hence α : X \ Y → X \ Y α is injective.

In both cases, we get Y ⊆ Xα and α : X \ Y → X \ Y α is injective.

Therefore, we obtain (iii).

The converse is true by Lemma 3.2.3, Lemma 3.2.4 and Lemma 3.2.5. �

Next, we give a necessary and sufficient condition for elements in S(X, Y )

to be a minimum element.

Theorem 3.2.10 S(X, Y ) has a minimum element if and only if |Y | = 1.

Proof. Assume that S(X, Y ) has a minimum element, say γ. Let a, b ∈ Y and

α, β constant maps in S(X, Y ) with images {a} and {b}, respectively. By Theorem

3.2.1, α and β are minimal elements. Since γ is minimum, α = γ = β. Then a = b.

Hence |Y | = 1.
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Conversely, let Y = {y} and α a constant map in S(X, Y ) with image {y}.

Let β ∈ S(X, Y ). We show that α ≤ β. Since β ∈ S(X, Y ), Y β ⊆ Y = {y}.

Then Y β = {y}. Thus Y α = {y} = Y β and Xα = {y} = Y β ⊆ Xβ. Since πα =

πα(Y ) = {X}, we get πβ refines πα and πβ(Y ) refines πα(Y ). Let xβ ∈ Xα = {y}.

Then xβ = y = xα. Therefore α ≤ β, and so α is a minimum element. �

Lemma 3.2.11 If |Y | ≥ 2, then S(X, Y ) has neither maximum element nor mini-

mum element.

Proof. Assume that |Y | ≥ 2. By Theorem 3.2.10, we have S(X, Y ) has no

minimum element. Next, we show that S(X,Y ) has no maximum element. Let α

be an identity map. Then α is injective. By Lemma 3.2.3, we have α is maximal.

Since |Y | ≥ 2, there exist a, b ∈ Y such that a ̸= b. We define β ∈ S(X,Y ) by

xβ =


b if x = a,

a if x = b,

x if x /∈ {a, b}.

Then α ̸= β and β is injective. By Lemma 3.2.3, we get β is maximal. Suppose

that S(X,Y ) has a maximum element, say γ. Then α, β ≤ γ and hence α = γ = β

since α and β are maximal elements. This contradicts the fact that α ̸= β. Hence

S(X, Y ) has no minimum elements. �

Theorem 3.2.12 S(X, Y ) has a maximum element if and only if |Y | = 1 and

|X| ≤ 2.

Proof. Assume that S(X,Y ) has a maximum element, say γ. By Lemma 3.2.11,

we have |Y | = 1, so let Y = {a}. Suppose that |X| > 2. Then there exist b, c ∈ X

such that a, b, c are all distinct. Let α be an identity map on X. Then α is

injective. By Lemma 3.2.3, we have α is maximal. We define β ∈ S(X, Y ) by

xβ =


c if x = b,

b if x = c,

x if x /∈ {b, c}.
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Then α ̸= β and β is injective. Again by Lemma 3.2.3, we have β is maximal.

Since γ is maximum, we have α = γ = β which is a contradiction. Hence |X| ≤ 2.

Conversely, if |Y | = |X| = 1, then we let X = Y = {a} (say). Thus

S(X, Y ) =


 a

a

 .

Then

 a

a

 is a maximum element of S(X, Y ). If |Y | = 1 and |X| = 2, then we

let X = {a, b} and Y = {a}. Thus

S(X,Y ) =


 a b

a a

 ,

 a b

a b

 .

Since

 a b

a a

 ≤

 a b

a b

, we have

 a b

a b

 is maximum of S(X, Y ). �
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3.3 Compatibility

In this section, we find elements of S(X, Y ) which are left compatible elements or

right compatible elements with ≤ on S(X,Y ).

Lemma 3.3.1 Let γ ∈ S(X, Y ). If γ is a left compatible element with ≤ on S(X, Y )

then Y γ = Y .

Proof. Suppose that Y γ  Y . Then there exists y ∈ Y \ Y γ. Since Y γ ̸= ∅

and Y γ ⊆ Y , we have |Y | > 1. Then there exists z ∈ Y such that z ̸= y. Let

α ∈ S(X, Y ) be a constant map with image {y}. We define β ∈ S(X,Y ) by

xβ =

y if x = y,

z if x ̸= y.

So, the following properties hold.

(i) Xα = {y} ⊆ {y, z} = Xβ and Y α = {y} ⊆ {y, z} = Y β.

(ii) Let A ∈ πβ. Then A = zβ−1 or A = yβ−1 since {y, z} = Xβ.

If A = zβ−1, then A = X \ {y} ⊆ X = yα−1 ∈ πα.

If A = yβ−1, then A = {y} ⊆ X = yα−1 ∈ πα. Then πβ refines πα.

Let A ∈ πβ(Y ). Then A = zβ−1 or A = yβ−1 since {y, z} = Xβ ∩ Y .

If A = zβ−1, then A = X \ {y} ⊆ X = yα−1 ∈ πα(Y ).

If A = yβ−1, then A = {y} ⊆ X = yα−1 ∈ πα(Y ). Then πβ(Y ) refines πα(Y ).

(iii) If xβ ∈ Xα = {y}, then xβ = y = xα.

Hence α and β satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that α ≤ β. Since

Y γα = {y} * {z} = Y γβ, we get γα � γβ. Hence γ is not a left compatible

element. �

Theorem 3.3.2 Let γ ∈ S(X,Y ). Then γ is a left compatible element with ≤ on

S(X, Y ) if and only if Y γ = Y and (Xγ = Y or Xγ = X).

Proof. Assume that γ is a left compatible element. By Lemma 3.3.1, we get

Y γ = Y . Suppose that Xγ ̸= Y and Xγ ̸= X. Then there exists y ∈ X \Xγ. If

y ∈ Y , we get y ∈ Y γ ⊆ Xγ which is a contradiction. Thus y ∈ X \ Y and this
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implies |X \ Y | ≥ 1. Since Y ̸= ∅, there exists z ∈ Y such that z ̸= y.

Case |X \ Y | = 1: Then X \ Y = {y}. Since yγ ∈ X, we get yγ = k for some

k ∈ X. Since y ∈ X \Xγ and k ∈ Xγ, we have k ̸= y. This implies yγ = k ∈ Y .

Thus Xγ = Y which is a contradiction.

Case |X \ Y | > 1: Since Xγ ̸= Y , there exists s ∈ X such that sγ /∈ Y . If s ∈ Y ,

then sγ ∈ Y γ = Y which is a contradiction. Thus s ∈ X \ Y . Let sγ = s′. Since

s′ ∈ Xγ and y ∈ X \ Xγ, we obtain y ̸= s′. Since y, s′ ∈ X \ Y and y ̸= s′ and

z ∈ Y , we have z, y, s′ are all distinct. We define α and β ∈ S(X,Y ) by

xα =

y if x ∈ {s′, y},

z if x ∈ X \ {s′, y},

xβ =


s′ if x = s′,

y if x = y,

z if x ∈ X \ {s′, y}.

We show that α ≤ β.

(i) Xα = {y, z} ⊆ {s′, y, z} = Xβ and Y α = {z} = Y β.

(ii) Let A ∈ πβ. Then A = s′β−1 or A = yβ−1 or A = zβ−1 since

{s′, y, z} = Xβ. If A = s′β−1, then A = {s′} ⊆ {s′, y} = yα−1 ∈ πα.

If A = yβ−1, then A = {y} ⊆ {s′, y} = yα−1 ∈ πα.

If A = zβ−1, then A = X \ {s′, y} = zα−1 ∈ πα. Then πβ refines πα.

Let A ∈ πβ(Y ). Then A = zβ−1 since {z} = Xβ ∩ Y .

Thus A = zβ−1 = X \ {s′, y} = zα−1 ∈ πα(Y ). Then πβ(Y ) refines πα(Y ).

(iii) Let xβ ∈ Xα = {z, y}. If xβ = z, then xβ = z = xα by definition of

α and β. If xβ = y, then xβ = y = xα by definition of α and β. Hence α and

β satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that α ≤ β. Since y ̸= s′, we

obtain Xγα = {z, y} * {z, s′} = Xγβ. We have γα � γβ which contradicts the

left compatible element of γ.

Therefore, Xγ = Y or Xγ = X.
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To prove the converse, we first prove that if πβ refines πα, then πγβ refines

πγα. Let A ∈ πγβ. Then A = y(γβ)−1 for some y ∈ Xγβ. Let x ∈ A = y(γβ)−1.

Then xγβ = y. Thus xγ ∈ yβ−1 ∈ πβ. Since πβ refines πα, there exists z ∈ Xα

such that yβ−1 ⊆ zα−1. Thus xγ ∈ yβ−1 ⊆ zα−1. Then xγα = z. Hence

x ∈ z(γα)−1 ∈ πγα. That is πγβ refines πγα. Similarly, we can prove that if πβ(Y )

refines πα(Y ), then πγβ(Y ) refines πγα(Y ).

Now, assume that Y γ = Y and (Xγ = Y or Xγ = X). Let α, β ∈ S(X, Y )

be such that α ≤ β. Then πβ refines πα and πβ(Y ) refines πα(Y ). Thus πγβ refines

πγα and πγβ(Y ) refines πγα(Y ). We consider two cases. If Y γ = Y = Xγ, then

Xγα = Y γα = Y α ⊆ Y β = Y γβ = Xγβ and if xγβ ∈ Xγα = Y α ⊆ Xα, we

obtain (xγ)β = (xγ)α. If Y γ = Y and Xγ = X, then Xγα = Xα ⊆ Xβ = Xγβ,

Y γα = Y α ⊆ Y β = Y γβ and if xγβ ∈ Xγα = Xα, we obtain (xγ)β = (xγ)α.

Therefore γα and γβ satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that

γα ≤ γβ. Hence γ is a left compatible element. �

Example 3.3.3 LetX = {1, 2, 3, 4, 5, 6}, Y = {1, 2, 3, 4}. We define α, β ∈ S(X,Y )

by

α =

 1 2 3 4 5 6

4 2 1 3 4 4

 , β =

 1 2 3 4 5 6

4 2 1 3 5 6

 .

We see that Y α = {1, 2, 3, 4} = Y = Xα, Y β = {1, 2, 3, 4} = Y and Xβ =

{1, 2, 3, 4, 5, 6} = X. Thus α and β are left compatible elements with≤ on S(X, Y )

by Theorem 3.3.2. �

Lemma 3.3.4 Let γ ∈ S(X, Y ). If γ is a constant map, then γ is a right compatible

element.

Proof. Assume that γ is a constant map with image {y}. Let α, β ∈ S(X,Y ) be

such that α ≤ β. Since Xα and Xβ are nonempty sets, we have Xαγ = {y} =

Xβγ. This implies αγ = βγ. So αγ ≤ βγ. Hence γ is a right compatible element.

�
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Lemma 3.3.5 Let α, β, γ ∈ S(X, Y ) be such that πβ refines πα, πβ(Y ) refines

πα(Y ), and γ is injective. Then the following statements hold.

(i) πβγ refines παγ.

(ii) If (X \ Y )γ ⊆ X \ Y , then πβγ(Y ) refines παγ(Y ).

(iii) If (X \ Y )γ ⊆ Y \ Y γ, then πβγ(Y ) refines παγ(Y ).

Proof. (i) Let A ∈ πβγ. Then A = z(βγ)−1 for some z ∈ Xβγ. Let x ∈ A =

z(βγ)−1. Then xβγ = z. Since xβ ∈ Xβ, we have (xβ)β−1 ∈ πβ. Since πβ refines

πα, there exists y ∈ Xα such that x ∈ (xβ)β−1 ⊆ yα−1. Since γ is a function,

there exists z′ ∈ Xγ such that yγ = z′. We show that z(βγ)−1 = (xβ)β−1.

s ∈ z(βγ)−1 ⇔ sβγ = z = xβγ

⇔ sβ = xβ (Since γ is injective)

⇔ s ∈ (xβ)β−1.

Next, we show that z′(αγ)−1 = yα−1.

t ∈ z′(αγ)−1 ⇔ tαγ = z′ = yγ

⇔ tα = y (Since γ is injective)

⇔ t ∈ yα−1.

Since z′ = yγ ∈ Xαγ, we get z′(αγ)−1 ∈ παγ. We choose B = z′(αγ)−1. Then

A = z(βγ)−1 = (xβ)β−1 ⊆ yα−1 = z′(αγ)−1 = B. Hence πβγ refines παγ.

(ii) Assume that (X \ Y )γ ⊆ X \ Y . Let A ∈ πβγ(Y ). Then A = z(βγ)−1

for some z ∈ Xβγ ∩ Y . Since Xβγ ⊆ Xγ = Y γ ∪ (X \ Y )γ and z ∈ Xβγ, we

get z ∈ Y γ or z ∈ (X \ Y )γ. If z ∈ (X \ Y )γ ⊆ X \ Y , then z /∈ Y which is

a contradiction. Hence z ∈ Y γ. So there exists y ∈ Y such that yγ = z. Let

x ∈ A = z(βγ)−1. Then xβγ = z = yγ. Since γ is injective, we get xβ = y.

From y = xβ ∈ Xβ ∩ Y , so yβ−1 ∈ πβ(Y ). Since πβ(Y ) refines πα(Y ), there

exists y′ ∈ Xα ∩ Y such that x ∈ yβ−1 ⊆ y′α−1. Since y′ ∈ Y , we have y′γ = z′

for some z′ ∈ Y . Then z′ = y′γ ∈ Xαγ. Thus z′ ∈ Xαγ ∩ Y . We show that
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z(βγ)−1 = yβ−1.

u ∈ z(βγ)−1 ⇔ uβγ = z = yγ

⇔ uβ = y (Since γ is injective)

⇔ u ∈ yβ−1.

Next, we show that z′(αγ)−1 = y′α−1.

v ∈ z′(αγ)−1 ⇔ vαγ = z′ = y′γ

⇔ vα = y′ (Since γ is injective)

⇔ v ∈ y′α−1.

Since z′ = y′γ ∈ Xαγ ∩ Y , we get z′(αγ)−1 ∈ παγ(Y ). We choose B = z′(αγ)−1.

Then A = z(βγ)−1 = yβ−1 ⊆ y′α−1 = z′(αγ)−1 = B. Hence πβγ(Y ) refines

παγ(Y ).

(iii) Assume that (X \Y )γ ⊆ Y \Y γ. Let A ∈ πβγ(Y ). Then A = z(βγ)−1

for some z ∈ Xβγ ∩ Y . Let x ∈ A = z(βγ)−1. Then xβγ = z. Since xβ ∈ Xβ,

we have (xβ)β−1 ∈ πβ. Since πβ refines πα, there exists y′ ∈ Xα such that

x ∈ (xβ)β−1 ⊆ y′α−1. Since γ is a function, there exists z′ ∈ Xγ such that

y′γ = z′. Since Xγ = Y γ ∪ (X \ Y )γ ⊆ Y γ ∪ (Y \ Y γ) = Y , we get z′ ∈ Y . We

show that z(βγ)−1 = (xβ)β−1.

u ∈ z(βγ)−1 ⇔ uβγ = z = xβγ

⇔ uβ = xβ (Since γ is injective)

⇔ u ∈ (xβ)β−1.

Next, we show that z′(αγ)−1 = y′α−1.

v ∈ z′(αγ)−1 ⇔ vαγ = z′ = y′γ

⇔ vα = y′ (Since γ is injective)

⇔ v ∈ y′α−1.

Since z′ = y′γ ∈ Xαγ ∩ Y , we get z′(αγ)−1 ∈ παγ(Y ). We choose B = z′(αγ)−1.

Then A = z(βγ)−1 = (xβ)β−1 ⊆ y′α−1 = z′(αγ)−1 = B. Hence πβγ(Y ) refines

παγ(Y ). �



24

Lemma 3.3.6 Let γ ∈ S(X, Y ). If γ is injective and (X \ Y )γ ⊆ X \ Y , then γ is

a right compatible element.

Proof. Assume that γ is injective and (X \ Y )γ ⊆ X \ Y . Let α, β ∈ S(X, Y ) be

such that α ≤ β. We show that αγ ≤ βγ.

(i) SinceXα ⊆ Xβ and Y α ⊆ Y β, we haveXαγ ⊆ Xβγ and Y αγ ⊆ Y βγ.

(ii) By Lemma 3.3.5(i), we have πβγ refines παγ, and by Lemma 3.3.5(ii),

we obtain that πβγ(Y ) refines παγ(Y ).

(iii) Let xβγ ∈ Xαγ. Then xβγ = yγ for some y ∈ Xα. Since γ is

injective, we get xβ = y. Since xβ = y ∈ Xα, we have xβ = xα since α ≤ β.

Thus xβγ = xαγ.

Therefore αγ and βγ satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that

αγ ≤ βγ. Hence γ is a right compatible element. �

Theorem 3.3.7 Let X be a nonempty set and Y ⊆ X such that |Y | = 1. Then

γ ∈ S(X, Y ) is a right compatible element if and only if one of the following

statements holds.

(i) γ is a constant map.

(ii) γ is injective.

Proof. Assume that γ is a right compatible element. Since |Y | = 1, we let

Y = {y}. We show that γ is a constant map or γ is injective by supposing that

this is false. Then γ is not a constant map and γ is not injective. Since γ is not a

constant map, there exists a ∈ X \ Y such that aγ ̸= y. Since γ is not injective,

there exist b, c ∈ X such that b ̸= c and bγ = cγ. From |Y | = 1, we conclude that

b and c can not both belong to Y . Therefore, we consider the following cases.

Case b ∈ Y and c ∈ X \ Y : Since b ∈ Y = {y}, we have b = y. Since cγ = bγ =

yγ = y and aγ ̸= y, we obtain aγ ̸= cγ. This implies a ̸= c. Since a, c ∈ X \ Y

and a ̸= c and y ∈ Y , we have y, a, c are all distinct. Let α ∈ S(X, Y ) be such

that

xα =

y if x ∈ Y,

a if x ∈ X \ Y.
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Let β ∈ S(X, Y ) be such that

xβ =


y if x ∈ Y,

a if x = c,

c if x ∈ X \ (Y ∪ {c}).

Then α ≤ β. Thus

xαγ =

y if x ∈ Y,

aγ if x ∈ X \ Y,

and

xβγ =

y if x ∈ X \ {c},

aγ if x = c.

From πβγ = {{c}, X \ {c}} and παγ = {{y}, X \ {y}}, we see that πβγ does not

refine παγ. Then αγ � βγ.

Case b, c ∈ X \Y and bγ = y: If a = b, then aγ = bγ = y which is a contradiction.

Then a ̸= b. Also, if a = c, then aγ = cγ = bγ = y which is a contradiction. Then

a ̸= c. Hence a, b, c are all distinct. Since a, b, c ∈ X \ Y and y ∈ Y , we obtain

y, a, b, c are all distinct. Let α ∈ S(X, Y ) be such that

xα =


y if x ∈ Y,

b if x = b,

a if x ∈ X \ (Y ∪ {b}).

Let β ∈ S(X, Y ) be such that

xβ =



y if x ∈ Y,

b if x = b,

a if x = c,

c if x ∈ X \ (Y ∪ {b, c}).

Then α ≤ β. Thus

xαγ =

y if x ∈ Y ∪ {b},

aγ if x ∈ X \ (Y ∪ {b}),
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and

xβγ =

y if x ∈ X \ {c},

aγ if x = c.

From πβγ = {{c}, X \ {c}} and παγ = {{y, b}, X \ {y, b}}, we see that πβγ does

not refine παγ. Then αγ � βγ.

Case b, c ∈ X \ Y and bγ ̸= y: Since b, c ∈ X \ Y and b ̸= c and y ∈ Y , we obtain

y, b, c are all distinct. Let α ∈ S(X, Y ) be such that

xα =

y if x ∈ Y ∪ {b},

c if x ∈ X \ (Y ∪ {b}).

Let β ∈ S(X, Y ) be such that

xβ =


y if x ∈ Y,

b if x = b,

c if x ∈ X \ (Y ∪ {b}).

Then α ≤ β. Thus

xαγ =

y if x ∈ Y ∪ {b},

bγ if x ∈ X \ (Y ∪ {b}),

and

xβγ =

y if x ∈ Y,

bγ if x ∈ X \ Y.

From πβγ = {{y}, X \ {y}} and παγ = {{y, b}, X \ {y, b}}, we see that πβγ does

not refine παγ. Then αγ � βγ.

In any cases, we get that γ is not a right compatible element which is a

contradiction. Therefore, γ is a constant map or γ is injective.

Conversely, assume that γ is a constant map or γ is injective. Let Y = {y}.

If γ is injective, then xγ ̸= y for all x ∈ X \ Y . That is (X \ Y )γ ⊆ X \ Y . By

Lemma 3.3.6, we get γ is a right compatible element. If γ is a constant map, then

by Lemma 3.3.4, we obtain γ is a right compatible element. �



27

Example 3.3.8 Let X = {1, 2, 3, 4, 5, 6}, Y = {1}. We define α, β ∈ S(X, Y ) by

α =

 1 2 3 4 5 6

1 1 1 1 1 1

 , β =

 1 2 3 4 5 6

1 3 4 5 6 2

 .

We see that α is a constant map and β is injective. Thus α and β are right

compatible elements with ≤ on S(X,Y ) by Theorem 3.3.7. �

Lemma 3.3.9 Let γ ∈ S(X, Y ). If γ is injective and (X \ Y )γ ⊆ Y \ Y γ, then γ

is a right compatible element.

Proof. Assume that γ is injective and (X \ Y )γ ⊆ Y \ Y γ. Let α, β ∈ S(X, Y ) be

such that α ≤ β. We show that αγ ≤ βγ.

(i) SinceXα ⊆ Xβ and Y α ⊆ Y β, we haveXαγ ⊆ Xβγ and Y αγ ⊆ Y βγ.

(ii) By Lemma 3.3.5(i), we have πβγ refines παγ, and by Lemma 3.3.5(iii),

we obtain that πβγ(Y ) refines παγ(Y ).

(iii) Let xβγ ∈ Xαγ. Then xβγ = yγ for some y ∈ Xα. Since γ is

injective, we get xβ = y. Since xβ = y ∈ Xα, we have xβ = xα. Thus xβγ = xαγ.

Therefore αγ and βγ satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that

αγ ≤ βγ. Hence γ is a right compatible element. �

Lemma 3.3.10 Let α, β, γ ∈ S(X, Y ) be such that πβ refines πα, πβ(Y ) refines

πα(Y ), and γ|Y is a constant map. Then the following statements hold.

(i) If γ : X \ Y → X \ Y is injective, then πβγ refines παγ and πβγ(Y )

refines παγ(Y ).

(ii) If γ : X \ Y → Y \ Y γ is injective, then πβγ refines παγ and πβγ(Y )

refines παγ(Y ).

Proof. Let γ|Y be a constant map with image {y}.

(i) Assume that γ : X \ Y → X \ Y is injective. Let A ∈ πβγ. Then

A = z(βγ)−1 for some z ∈ Xβγ.

Case z = y: We show that y(βγ)−1 ⊆ y(αγ)−1. Let s ∈ y(βγ)−1. Then

sβγ = y ∈ Y . If sβ ∈ X \ Y , then sβγ ∈ X \ Y by (X \ Y )γ ⊆ X \ Y which is a
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contradiction, so sβ ∈ Y . Since sβ ∈ Xβ ∩ Y , we have (sβ)β−1 ∈ πβ(Y ). Since

πβ(Y ) refines πα(Y ), there exists k ∈ Xα ∩ Y such that s ∈ (sβ)β−1 ⊆ kα−1.

Then sα = k. Thus sαγ = kγ = y since k ∈ Y . So s ∈ y(αγ)−1. This

implies y(βγ)−1 ⊆ y(αγ)−1. Since y ∈ Xαγ, we have y(αγ)−1 ∈ παγ. We choose

B = y(αγ)−1. Thus A = z(βγ)−1 = y(βγ)−1 ⊆ y(αγ)−1 = B.

Case z ̸= y: Let t ∈ A = z(βγ)−1. Then tβγ = z. Since tβ ∈ Xβ, we have

(tβ)β−1 ∈ πβ. Since πβ refines πα, there exists ℓ ∈ Xα such that t ∈ (tβ)β−1 ⊆

ℓα−1. Since γ is a function, there exists z′ ∈ Xγ such that ℓγ = z′. We show that

z(βγ)−1 = (tβ)β−1. Let u ∈ z(βγ)−1. Then uβγ = z = tβγ. Since z ̸= y, we

have uβ and tβ /∈ Y . Then uβ and tβ ∈ X \ Y . Since γ|X\Y is injective, we get

uβ = tβ. Then u ∈ (tβ)β−1. That is z(βγ)−1 ⊆ (tβ)β−1. On the other hand, let

v ∈ (tβ)β−1. Then vβ = tβ. Thus vβγ = tβγ = z. Hence v ∈ z(βγ)−1. That

is (tβ)β−1 ⊆ z(βγ)−1. Therefore z(βγ)−1 = (tβ)β−1. Now, we show that ℓα−1 ⊆

z′(αγ)−1. Let w ∈ ℓα−1. Then wα = ℓ. Thus wαγ = ℓγ = z′. Then w ∈ z′(αγ)−1.

That is ℓα−1 ⊆ z′(αγ)−1. Since z′ = ℓγ ∈ Xαγ, we get z′(αγ)−1 ∈ παγ. We choose

B = z′(αγ)−1. Then A = z(βγ)−1 = (tβ)β−1 ⊆ ℓα−1 ⊆ z′(αγ)−1 = B.

By both cases, we have πβγ refines παγ.

Now, we prove πβγ(Y ) refines παγ(Y ). Let A ∈ πβγ(Y ). Then A = z(βγ)−1

for some z ∈ Xβγ ∩ Y . We show that Xβγ ∩ Y = {y}. Let x ∈ Xβγ ∩ Y . Then

x = kβγ for some k ∈ X. If kβ ∈ X \ Y , then x = kβγ ∈ X \ Y which is a

contradiction. Then kβ ∈ Y . Thus kβγ = x = y. On the other hand, from y ∈ Y ,

so yβ ∈ Y β. Thus yβγ ∈ Y βγ ⊆ Y γ = {y}. So y = yβγ ∈ Y βγ ⊆ Xβγ.

Then y ∈ Xβγ ∩ Y . Hence Xβγ ∩ Y = {y}. This implies z = y. Next,

we show that y(βγ)−1 ⊆ y(αγ)−1. Let u ∈ y(βγ)−1. Then uβγ = y. Since

uβ ∈ Xβ ∩ Y , we have (uβ)β−1 ∈ πβ(Y ). Since πβ(Y ) refines πα(Y ), there

exists ℓ ∈ Xα ∩ Y such that u ∈ (uβ)β−1 ⊆ ℓα−1. Then uα = ℓ. Since ℓ ∈ Y ,

we get uαγ = ℓγ = y. Thus u ∈ y(αγ)−1. That is y(βγ)−1 ⊆ y(αγ)−1. Since

y = uαγ ∈ Xαγ ∩ Y , we get y(αγ)−1 ∈ παγ(Y ). We choose B = y(αγ)−1. Then

A = z(βγ)−1 = y(βγ)−1 ⊆ y(αγ)−1 = B. Therefore πβγ(Y ) refines παγ(Y ).
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(ii) Assume that γ : X \ Y → Y \ Y γ is injective. Let A ∈ πβγ. Then

A = z(βγ)−1 for some z ∈ Xβγ.

Case z = y: We show that y(βγ)−1 ⊆ y(αγ)−1. Let s ∈ y(βγ)−1. Then sβγ = y.

If sβ ∈ X \ Y , we obtain sβγ ∈ Y \ Y γ = Y \ {y} by (X \ Y )γ ⊆ Y \ Y γ. Then

sβγ ̸= y which is a contradiction, thus sβ ∈ Y . Since sβ ∈ Xβ ∩ Y , we have

(sβ)β−1 ∈ πβ(Y ). Since πβ(Y ) refines πα(Y ), there exists k ∈ Xα ∩ Y such that

s ∈ (sβ)β−1 ⊆ kα−1. Then sα = k. Thus sαγ = kγ = y since k ∈ Y . Then s ∈

y(αγ)−1. This implies y(βγ)−1 ⊆ y(αγ)−1. Since y ∈ Xαγ, we get y(αγ)−1 ∈ παγ.

We choose B = y(αγ)−1. Thus A = z(βγ)−1 = y(βγ)−1 ⊆ y(αγ)−1 = B.

Case z ̸= y: By the same proof as given in (i) case z ̸= y, we have A ⊆ B for some

B ∈ παγ.

By both cases, we have πβγ refines παγ.

Now, we prove πβγ(Y ) refines παγ(Y ). Let A ∈ πβγ(Y ). Then A = z(βγ)−1

for some z ∈ Xβγ ∩ Y . From Xβγ ⊆ Xγ = Y γ ∪ (X \ Y )γ ⊆ {y} ∪ (Y \ Y γ),

then z ∈ {y} ∪ (Y \ Y γ).

Case z = y: We show that y(βγ)−1 ⊆ y(αγ)−1. Let s ∈ y(βγ)−1. Then sβγ = y.

Since sβ ∈ Xβ ∩ Y , we have (sβ)β−1 ∈ πβ(Y ). Since πβ(Y ) refines πα(Y ),

there exists k ∈ Xα ∩ Y such that s ∈ (sβ)β−1 ⊆ kα−1. Then sα = k. Thus

sαγ = kγ = y since k ∈ Y . Then s ∈ y(αγ)−1. This implies y(βγ)−1 ⊆ y(αγ)−1.

Since y ∈ Xαγ ∩ Y , we have y(αγ)−1 ∈ παγ(Y ). We choose B = y(αγ)−1. Thus

A = z(βγ)−1 = y(βγ)−1 ⊆ y(αγ)−1 = B.

Case z ̸= y: Then z ∈ Y \ Y γ. Let t ∈ A = z(βγ)−1. Then tβγ = z. Since

tβ ∈ Xβ, we have (tβ)β−1 ∈ πβ. Since πβ refines πα, there exists ℓ ∈ Xα such

that t ∈ (tβ)β−1 ⊆ ℓα−1. Since γ is a function, there exists z′ ∈ Xγ such that

ℓγ = z′. Since Xγ = Y γ∪(X \Y )γ ⊆ {y}∪(Y \Y γ) ⊆ Y , we get z′ ∈ Y . We show

that z(βγ)−1 = (tβ)β−1. Let u ∈ z(βγ)−1. Then uβγ = z = tβγ. Since z ̸= y,

we have uβ and tβ /∈ Y . Then uβ and tβ ∈ X \ Y . Since γ : X \ Y → Y \ Y γ

is injective, we get uβ = tβ. Then u ∈ (tβ)β−1. That is z(βγ)−1 ⊆ (tβ)β−1.
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On the other hand, let v ∈ (tβ)β−1. Then vβ = tβ. Thus vβγ = tβγ = z. Hence

v ∈ z(βγ)−1. That is (tβ)β−1 ⊆ z(βγ)−1. Therefore z(βγ)−1 = (tβ)β−1. We

show that ℓα−1 ⊆ z′(αγ)−1. Let w ∈ ℓα−1. Then wα = ℓ. Thus wαγ = ℓγ = z′.

Then w ∈ z′(αγ)−1. That is ℓγ−1 ⊆ z′(αγ)−1. Since z′ = ℓγ ∈ Xαγ ∩ Y , we get

z′(αγ)−1 ∈ παγ(Y ). We choose B = z′(αγ)−1. Then A = z(βγ)−1 = (tβ)β−1 ⊆

ℓα−1 ⊆ z′(αγ)−1 = B. Therefore πβγ(Y ) refines παγ(Y ). �

Lemma 3.3.11 Let γ ∈ S(X, Y ). If γ|Y is a constant map and γ : X \Y → X \Y

is injective, then γ is a right compatible element.

Proof. Assume that γ|Y is a constant map with image {y} and γ : X \Y → X \Y

is injective. Let α, β ∈ S(X, Y ) be such that α ≤ β. We show that αγ ≤ βγ.

(i) SinceXα ⊆ Xβ and Y α ⊆ Y β, we haveXαγ ⊆ Xβγ and Y αγ ⊆ Y βγ.

(ii) By Lemma 3.3.10(i), we get πβγ refines παγ and πβγ(Y ) refines παγ(Y ).

(iii) Let xβγ ∈ Xαγ. Then xβγ = y′γ for some y′ ∈ Xα.

Case xβ ∈ X \ Y : Since γ : X \ Y → X \ Y , we get xβγ = g for some g ∈ X \ Y .

So xβγ = g = y′γ. This implies y′ ∈ X \ Y . Since γ : X \ Y → X \ Y is injective,

we have xβ = y′. Since xβ = y′ ∈ Xα, we have xβ = xα. Thus xβγ = xαγ.

Case xβ ∈ Y : Then xβγ = y. If x ∈ Y , then xα ∈ Y α ⊆ Y . Then xαγ = y.

Hence xβγ = y = xαγ. If x ∈ X \ Y , we know that xβ ∈ Y so xβ = g for some

g ∈ Y . Since g ∈ Xβ ∩ Y , we get x ∈ gβ−1 ∈ πβ(Y ). Suppose that xα ∈ X \ Y .

Then xα = h for some h ∈ X \ Y . Then hα−1 contains x. Since α is a function,

there is no element in πα(Y ) which contain x. Thus gβ−1 * A for all A ∈ πα(Y ).

Hence α � β which is a contradiction. Then xα ∈ Y . So xαγ = y. Thus

xβγ = y = xαγ.

Therefore αγ and βγ satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that

αγ ≤ βγ. Hence γ is a right compatible element. �
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Lemma 3.3.12 Let γ ∈ S(X,Y ). If γ|Y is a constant map and γ : X \Y → Y \Y γ

is injective, then γ is a right compatible element.

Proof. Assume that γ|Y is a constant map with image {y} and γ : X \Y → Y \Y γ

is injective. Let α, β ∈ S(X, Y ) be such that α ≤ β. We show that αγ ≤ βγ.

(i) SinceXα ⊆ Xβ and Y α ⊆ Y β, we haveXαγ ⊆ Xβγ and Y αγ ⊆ Y βγ.

(ii) By Lemma 3.3.10(ii), we get πβγ refines παγ and πβγ(Y ) refines παγ(Y ).

(iii) Let xβγ ∈ Xαγ. Then xβγ = y′γ for some y′ ∈ Xα.

Case xβ ∈ X \Y : Since γ : X \Y → Y \Y γ, we get xβγ = g for some g ∈ Y \Y γ.

So xβγ = g = y′γ. This implies y′ ∈ X \Y . Since γ : X \Y → Y \Y γ is injective,

we have xβ = y′. Since xβ = y′ ∈ Xα, we have xβ = xα. Thus xβγ = xαγ.

Case xβ ∈ Y : Then xβγ = y. If x ∈ Y , then xα ∈ Y α ⊆ Y . Then xαγ = y.

Hence xβγ = y = xαγ. If x ∈ X \ Y , we know that xβ ∈ Y so xβ = g for some

g ∈ Y . Since g ∈ Xβ ∩ Y , we get x ∈ gβ−1 ∈ πβ(Y ). Suppose that xα ∈ X \ Y .

Then xα = h for some h ∈ X \ Y . Then hα−1 contains x. Since α is a function,

there is no element in πα(Y ) which contain x. Thus gβ−1 * A for all A ∈ πα(Y ).

Hence α � β which is a contradiction. Then xα ∈ Y . So xαγ = y. Thus

xβγ = y = xαγ.

Therefore αγ and βγ satisfy (i)-(iii) of Theorem 3.1.1, so we conclude that

αγ ≤ βγ. Hence γ is a right compatible element. �

Lemma 3.3.13 Let γ ∈ S(X,Y ) be such that γ is a right compatible element,

|Y | ≥ 2 and |X \ Y | ≤ 1. If γ is not a constant map, then (X \ Y )γ ⊆ X \ Y or

(X \ Y )γ ⊆ Y \ Y γ.

Proof. Assume that γ is not a constant map. Then there exist a, b ∈ X such

that a ̸= b and aγ ̸= bγ. If |X \ Y | = 0, then X = Y . So (X \ Y )γ ⊆ X \ Y or

(X \ Y )γ ⊆ Y \ Y γ holds. Now, consider the case |X \ Y | = 1 and suppose that

(X \ Y )γ * X \ Y and (X \ Y )γ * Y \ Y γ. Let X \ Y = {c}. Then cγ ∈ Y and

(cγ ∈ Y γ or cγ ∈ X \ Y ). This implies cγ ∈ Y γ. So cγ = yγ for some y ∈ Y .
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Case a = y or a = c: Then cγ = yγ = aγ. If b = c, then bγ = cγ = aγ which is a

contradiction, thus b ̸= c. This implies b ∈ Y . If b = y, then bγ = yγ = aγ which

is also a contradiction, thus b ̸= y. Since b, y ∈ Y and b ̸= y and c ∈ X \ Y , we

obtain b, c, y are all distinct. Let α ∈ S(X, Y ) be such that

xα =

b if x ∈ Y,

c if x = c.

Let β ∈ S(X, Y ) be such that

xβ =


y if x = y,

b if x ∈ Y \ {y},

c if x = c.

Then α ≤ β. Thus

xαγ =

bγ if x ∈ Y,

aγ if x = c,

and

xβγ =

bγ if x ∈ Y \ {y},

aγ if x ∈ {y, c}.

From πβγ = {{y, c}, Y \ {y}} and παγ = {{c}, Y }, we see that πβγ does not refine

παγ. Then αγ � βγ.

Case a ̸= y and a ̸= c and aγ = yγ: Since a ̸= c, we get a ∈ Y . If b = c, then

bγ = cγ = yγ = aγ which is a contradiction, thus b ̸= c. This implies b ∈ Y . If

b = y, then bγ = yγ = aγ which is also a contradiction, thus b ̸= y. Now, we have

a, b, y are all distinct. Since a, b, y ∈ Y and c ∈ X \ Y , we obtain a, b, c, y are all

distinct. Let α ∈ S(X, Y ) be such that

xα =

a if x ∈ Y \ {y},

b if x ∈ {y, c}.
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Let β ∈ S(X, Y ) be such that

xβ =


a if x ∈ Y \ {y},

b if x = y,

y if x = c.

Then α ≤ β. Thus

xαγ =

aγ if x ∈ Y \ {y},

bγ if x ∈ {y, c},

and

xβγ =

aγ if x ∈ X \ {y},

bγ if x = y.

From πβγ = {{y}, X \ {y}} and παγ = {{y, c}, Y \ {y}}, we see that πβγ does not

refine παγ. Then αγ � βγ.

Case a ̸= y and a ̸= c and aγ ̸= yγ: Since a ̸= c, we get a ∈ Y . Since a, y ∈ Y

and a ̸= y and c ∈ X \ Y , we obtain a, c, y are all distinct. Let α ∈ S(X, Y ) be

such that

xα =

a if x ∈ Y,

c if x = c.

Let β ∈ S(X, Y ) be such that

xβ =


a if x ∈ Y \ {y},

y if x = y,

c if x = c.

Then α ≤ β. Thus

xαγ =

aγ if x ∈ Y,

yγ if x = c,

and

xβγ =

aγ if x ∈ Y \ {y},

yγ if x ∈ {y, c}.
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From πβγ = {{y, c}, Y \ {y}} and παγ = {{c}, Y }, we see that πβγ does not refine

παγ. Then αγ � βγ.

In any cases, we have γ is not a right compatible element which is a

contradiction. Therefore (X \ Y )γ ⊆ X \ Y or (X \ Y )γ ⊆ Y \ Y γ. �

Theorem 3.3.14 Let X be a nonempty set and Y ⊆ X such that |Y | ≥ 2 and

|X \ Y | ≤ 1. Then γ ∈ S(X, Y ) is a right compatible element if and only if one of

the following statements holds.

(i) γ is a constant map.

(ii) [γ is injective or γ|Y is a constant map] and

[(X \ Y )γ ⊆ X \ Y or (X \ Y )γ ⊆ Y \ Y γ].

Proof. Assume that γ is a right compatible element and γ is not a constant map.

By Lemma 3.3.13, we have (X \ Y )γ ⊆ X \ Y or (X \ Y )γ ⊆ Y \ Y γ. We show

that γ is injective or γ|Y is a constant map by supposing that this is false. So γ is

not injective and γ|Y is not a constant map. Then there exist c, d ∈ X such that

c ̸= d and cγ = dγ. Also, there exist a, b ∈ Y such that a ̸= b and aγ ̸= bγ. If

|X \Y | = 0, then c, d ∈ Y . Next, we consider in case |X \Y | = 1, if c ∈ X \Y , then

d ∈ Y since |X \ Y | = 1. So cγ ∈ (X \ Y )γ ⊆ X \ Y or cγ ∈ (X \ Y )γ ⊆ Y \ Y γ.

Thus dγ ∈ Y γ but cγ /∈ Y γ, and so cγ ̸= dγ which is a contradiction. Similarly,

if d ∈ X \ Y , then it will lead to a contradiction. Hence c and d are both belong

to Y . So, we consider the following two cases.

Case c, d ∈ Y and cγ ̸= aγ: Then c ̸= a. If a = d, then aγ = dγ = cγ which is a

contradiction. Then a ̸= d. Hence a, c, d are all distinct. Let α ∈ S(X, Y ) be such

that

xα =

a if x ∈ {c, d},

c if x ∈ X \ {c, d}.
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Let β ∈ S(X, Y ) be such that

xβ =


a if x = d,

d if x = c,

c if x ∈ X \ {c, d}.

Then α ≤ β. Thus

xαγ =

aγ if x ∈ {c, d},

cγ if x ∈ X \ {c, d},

and

xβγ =

aγ if x = d,

cγ if x ∈ X \ {d}.

From πβγ = {{d}, X \ {d}} and παγ = {{c, d}, X \ {c, d}}, we see that πβγ does

not refine παγ. Then αγ � βγ which is a contradiction.

Case c, d ∈ Y and cγ = aγ: Since aγ ̸= bγ, we have cγ ̸= bγ, this implies c ̸= b. If

b = d, then bγ = dγ = cγ = aγ which is a contradiction. Thus b ̸= d, and hence

b, c, d are all distinct. Let α ∈ S(X, Y ) be such that

xα =

b if x ∈ {c, d},

c if x ∈ X \ {c, d}.

Let β ∈ S(X, Y ) be such that

xβ =


d if x = c,

b if x = d,

c if x ∈ X \ {c, d}.

Then α ≤ β. Thus

xαγ =

bγ if x ∈ {c, d},

aγ if x ∈ X \ {c, d},

and

xβγ =

bγ if x = d,

aγ if x ∈ X \ {d}.
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From πβγ = {{d}, X \ {d}} and παγ = {{c, d}, X \ {c, d}}, we see that πβγ does

not refine παγ. Then αγ � βγ which is a contradiction.

Therefore γ is injective or γ|Y is a constant map.

The converse is true by Lemma 3.3.4, Lemma 3.3.6, Lemma 3.3.9, Lemma

3.3.11 and Lemma 3.3.12. �

Example 3.3.15 LetX = {1, 2, 3, 4, 5, 6}, Y = {1, 2, 3, 4, 5}, and define α ∈ S(X, Y )

by

α =

 1 2 3 4 5 6

2 2 2 2 2 3


We see that α|Y is a constant map and (X \ Y )α = {3} ⊆ {1, 3, 4, 5} = Y \ Y α.

Thus α is a right compatible element with ≤ on S(X, Y ) by Theorem 3.3.14. �

Lemma 3.3.16 Let γ ∈ S(X,Y ) be such that γ is a right compatible element,

|Y | ≥ 2 and |X \ Y | > 1. If γ is not a constant map, then (X \ Y )γ ⊆ X \ Y or

(X \ Y )γ ⊆ Y \ Y γ.

Proof. Assume that γ is not a constant map. Then there exist a, b ∈ X such that

a ̸= b and aγ ̸= bγ. Suppose that (X \Y )γ * X \Y and (X \Y )γ * Y \Y γ. Then

there exists c ∈ (X \ Y )γ such that c /∈ X \ Y , and so c ∈ Y . Since c ∈ (X \ Y )γ,

there exists c′ ∈ X \ Y such that c = c′γ. Since (X \ Y )γ * Y \ Y γ, there exists

d ∈ (X \Y )γ such that d /∈ Y \Y γ. So d ∈ X \Y or d ∈ Y γ. Since d ∈ (X \Y )γ,

there exists d′ ∈ X \ Y such that d = d′γ. Since |X \ Y | > 1 and c′ ∈ X \ Y , we

have X \ (Y ∪ {c′}) ̸= ∅.

Case d ∈ X \ Y : Since c′γ = c ∈ Y and d′γ = d ∈ X \ Y , we have c′γ ̸= d′γ. This

implies c′ ̸= d′. Since c′, d′ ∈ X \ Y and c′ ̸= d′ and c ∈ Y , we obtain c, c′, d′ are

all distinct. Let α ∈ S(X, Y ) be such that

xα =

c if x ∈ Y,

d′ if x ∈ X \ Y.
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Let β ∈ S(X, Y ) be such that

xβ =


c if x ∈ Y,

c′ if x = c′,

d′ if x ∈ X \ (Y ∪ {c′}).

Then α ≤ β. Thus

xαγ =

cγ if x ∈ Y,

d if x ∈ X \ Y,

and

xβγ =


cγ if x ∈ Y,

c if x = c′,

d if x ∈ X \ (Y ∪ {c′}).

Since c, cγ ∈ Y and d ∈ X\Y , we have c ̸= d and cγ ̸= d. From πβγ(Y ) = {Y, {c′}}

and παγ(Y ) = {Y }, we see that πβγ(Y ) does not refine παγ(Y ). Then αγ � βγ.

Case d ∈ Y γ and c ̸= d: Then d = yγ for some y ∈ Y . If c′ = d′, then

c = c′γ = d′γ = d which is a contradiction. Then c′ ̸= d′. Since c′, d′ ∈ X \ Y and

c′ ̸= d′ and y ∈ Y , we obtain y, c′, d′ are all distinct. Let α ∈ S(X,Y ) be such that

xα =

y if x ∈ Y,

c′ if x ∈ X \ Y.

Let β ∈ S(X, Y ) be such that

xβ =


y if x ∈ Y,

c′ if x = c′,

d′ if x ∈ X \ (Y ∪ {c′}).

Then α ≤ β. Thus

xαγ =

d if x ∈ Y,

c if x ∈ X \ Y,
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and

xβγ =

d if x ∈ X \ {c′},

c if x = c′.

From πβγ = {{c′}, X \{c′}} and παγ = {Y,X \Y }, we see that πβγ does not refine

παγ. Then αγ � βγ.

Case d ∈ Y γ and c = d ̸= aγ: Then d = yγ for some y ∈ Y . Since yγ = d ̸= aγ,

we have y ̸= a. Also, since c′γ = c ̸= aγ, we get c′ ̸= a. From y ∈ Y and

c′ ∈ X \Y , we have y ̸= c′. Hence a, y, c′ are all distinct. Let α ∈ S(X, Y ) be such

that

xα =

y if x ∈ Y,

a if x ∈ X \ Y.

Let β ∈ S(X, Y ) be such that

xβ =


y if x ∈ Y,

c′ if x = c′,

a if x ∈ X \ (Y ∪ {c′}).

Then α ≤ β. Thus

xαγ =

c if x ∈ Y,

aγ if x ∈ X \ Y,

and

xβγ =

c if x ∈ Y ∪ {c′},

aγ if x ∈ X \ (Y ∪ {c′}).

From πβγ = {Y ∪{c′}, X \ (Y ∪{c′})} and παγ = {Y,X \Y }, we see that πβγ does

not refine παγ. Then αγ � βγ.

Case d ∈ Y γ and c = d = aγ: Then d = yγ for some y ∈ Y . Since yγ = d = aγ ̸=

bγ, we have y ̸= b. Also, since c′γ = c = aγ ̸= bγ, we get c′ ̸= b. From y ∈ Y and

c′ ∈ X \Y , we have y ̸= c′. Hence b, y, c′ are all distinct. Let α ∈ S(X, Y ) be such
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that

xα =

y if x ∈ Y,

b if x ∈ X \ Y.

Let β ∈ S(X, Y ) be such that

xβ =


y if x ∈ Y,

c′ if x = c′,

b if x ∈ X \ (Y ∪ {c′}).

Then α ≤ β. Thus

xαγ =

aγ if x ∈ Y,

bγ if x ∈ X \ Y,

and

xβγ =

aγ if x ∈ Y ∪ {c′},

bγ if x ∈ X \ (Y ∪ {c′}).

From πβγ = {Y ∪{c′}, X \ (Y ∪{c′})} and παγ = {Y,X \Y }, we see that πβγ does

not refine παγ. Then αγ � βγ.

In any cases, we have γ is not a right compatible element which is a

contradiction. Hence (X \ Y )γ ⊆ X \ Y or (X \ Y )γ ⊆ Y \ Y γ. �

Theorem 3.3.17 Let X be a nonempty set and Y ⊆ X such that |Y | ≥ 2 and

|X \ Y | > 1. Then γ ∈ S(X, Y ) is a right compatible element if and only if one of

the following statements holds.

(i) γ is a constant map.

(ii) [(γ is injective) or (γ|Y is a constant map and γ|X\Y is injective)] and

[(X \ Y )γ ⊆ X \ Y or (X \ Y )γ ⊆ Y \ Y γ].

Proof. Assume that γ is a right compatible element and γ is not a constant map.

By Lemma 3.3.16, we have (X \Y )γ ⊆ X \Y or (X \Y )γ ⊆ Y \Y γ. Assume that γ

is not injective. We show that γ|Y is a constant map by supposing that this is false.

That is γ|Y is not a constant map. Then there exist a, b ∈ Y such that a ̸= b and
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aγ ̸= bγ. Since γ is not injective, there exist c, d ∈ X such that c ̸= d and cγ = dγ.

Case c ∈ Y and d ∈ X \ Y : Since dγ ∈ (X \ Y )γ and (X \ Y )γ ⊆ X \ Y or

(X \ Y )γ ⊆ Y \ Y γ, we obtain dγ /∈ Y γ. But cγ ∈ Y γ. Then cγ ̸= dγ which is a

contradiction.

Case c, d ∈ Y and cγ ̸= aγ: Then a ̸= c. Since dγ = cγ ̸= aγ, we have a ̸= d.

Hence a, c, d are all distinct. Let α ∈ S(X,Y ) be such that

xα =

a if x ∈ {c, d},

c if x ∈ X \ {c, d}.

Let β ∈ S(X, Y ) be such that

xβ =


a if x = c,

d if x = d,

c if x ∈ X \ {c, d}.

Then α ≤ β. Thus

xαγ =

aγ if x ∈ {c, d},

cγ if x ∈ X \ {c, d},

and

xβγ =

aγ if x = c,

cγ if x ∈ X \ {c}.

From πβγ = {{c}, X \ {c}} and παγ = {{c, d}, X \ {c, d}}, we see that πβγ does

not refine παγ. Then αγ � βγ which contradicts γ is a right compatible element.

Case c, d ∈ Y and cγ = aγ: Since cγ = aγ ̸= bγ, we get b ̸= c. Since dγ = cγ =

aγ ̸= bγ, we have b ̸= d. Hence b, c, d are all distinct. Let α ∈ S(X,Y ) be such

that

xα =

b if x ∈ {c, d},

c if x ∈ X \ {c, d}.
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Let β ∈ S(X, Y ) be such that

xβ =


b if x = c,

d if x = d,

c if x ∈ X \ {c, d}.

Then α ≤ β. Thus

xαγ =

bγ if x ∈ {c, d},

aγ if x ∈ X \ {c, d},

and

xβγ =

bγ if x = c,

aγ if x ∈ X \ {c}.

From πβγ = {{c}, X \ {c}} and παγ = {{c, d}, X \ {c, d}}, we see that πβγ does

not refine παγ. Then αγ � βγ which contradicts γ is a right compatible element.

Case c, d ∈ X \Y : We have a, b, c, d are all distinct. Let α ∈ S(X,Y ) be such that

xα =

c if x = c,

a if x ∈ X \ {c}.

Let β ∈ S(X, Y ) be such that

xβ =


a if x ∈ Y,

c if x = c,

d if x ∈ X \ (Y ∪ {c}).

Then α ≤ β. Thus

xαγ =

cγ if x = c,

aγ if x ∈ X \ {c},

and

xβγ =

aγ if x ∈ Y,

cγ if x ∈ X \ Y.
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Since cγ ∈ (X\Y )γ and (X \Y )γ ⊆ X \Y or (X \Y )γ ⊆ Y \Y γ, we have cγ /∈ Y γ.

But aγ ∈ Y γ, we get cγ ̸= aγ. From πβγ = {Y,X \ Y } and παγ = {{c}, X \ {c}},

we see that πβγ does not refine παγ. Then αγ � βγ which contradicts γ is a right

compatible element.

In any cases, it is a contradiction. Hence γ|Y is a constant map.

Next, we show that γ|X\Y is injective. We suppose that this is false. Then

there exist g, h ∈ X \ Y such that g ̸= h and gγ = hγ. From γ|Y is a constant

map. Then Y γ = {y} for some y ∈ Y .

Case gγ = y: If xγ = y for all x ∈ X \ Y , then γ is a constant map which is a

contradiction. Then there exists k ∈ (X \ Y ) \ {g, h} such that kγ ̸= y. We have

k, g, h are all distinct. Since k, g, h ∈ X \ Y and y ∈ Y , we obtain y, k, g, h are all

distinct. Let α ∈ S(X, Y ) be such that

xα =

y if x ∈ Y,

k if x ∈ X \ Y.

Let β ∈ S(X, Y ) be such that

xβ =



y if x ∈ Y,

g if x = g,

h if x = h,

k if x ∈ X \ (Y ∪ {g, h}).

Then α ≤ β. Thus

xαγ =

y if x ∈ Y,

kγ if x ∈ X \ Y,

and

xβγ =

y if x ∈ Y ∪ {g, h},

kγ if x ∈ X \ (Y ∪ {g, h}).

From πβγ = {Y ∪ {g, h}, X \ (Y ∪ {g, h})} and παγ = {Y,X \ Y }, we see that

πβγ does not refine παγ. Then αγ � βγ which contradicts γ is a right compatible
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element.

Case gγ ̸= y: Then gγ = x′ for some x′ ∈ X \ {y}. Since g, h ∈ X \ Y and g ̸= h

and y ∈ Y , we obtain y, g, h are all distinct. Let α ∈ S(X, Y ) be such that

xα =

y if x ∈ Y ∪ {g},

h if x ∈ X \ (Y ∪ {g}).

Let β ∈ S(X, Y ) be such that

xβ =


y if x ∈ Y,

g if x = g,

h if x ∈ X \ (Y ∪ {g}).

Then α ≤ β. Thus

xαγ =

y if x ∈ Y ∪ {g},

x′ if x ∈ X \ (Y ∪ {g}),

and

xβγ =

y if x ∈ Y,

x′ if x ∈ X \ Y.

From πβγ = {Y,X \ Y } and παγ = {Y ∪ {g}, X \ (Y ∪ {g})}, we see that πβγ does

not refine παγ. Then αγ � βγ which contradicts γ is a right compatible element.

In both cases, we have γ is not a right compatible element which is a

contradiction. Hence γ|X\Y is injective.

The converse is true by Lemma 3.3.4, Lemma 3.3.6, Lemma 3.3.9, Lemma

3.3.11 and Lemma 3.3.12. �

Example 3.3.18 Let X be the set of all natural numbers and Y the set of all

positive even integers. Consider

α =

 2 4 6 8 10 12 . . . 1 3 5 7 9 11 . . .

4 6 8 10 12 14 . . . 3 5 7 9 11 13 . . .

 ,

We see that α is injective and (X \Y )α = {3, 5, 7, 9, . . .} ⊆ {1, 3, 5, 7, . . .} = X \Y .

Thus α is a right compatible element with ≤ on S(X, Y ) by Theorem 3.3.17. �
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3.4 The Numbers of Minimal and Maximal Elements

From now on, we let X be a finite set with |X| = n and Y be a nonempty subset

of X with |Y | = r. First, we find the number of minimal elements of S(X,Y ).

Theorem 3.4.1 The number of minimal elements of S(X, Y ) is r.

Proof. By Thoerem 3.2.1, α ∈ S(X, Y ) is a minimal element if and only if α is a

constant map. Since |Y | = r, we obtain that there are r constant maps. Hence

the number of minimal elements of S(X,Y ) is r. �

The following theorem is needed in order to find the number of maximal

elements of S(X,Y ).

Theorem 3.4.2 Let α ∈ S(X, Y ). Then α is a maximal element if and only if

Y ⊆ Xα and α : X \ Y → X \ Y α is injective.

Proof. Assume that α is a maximal element. We show that Y ⊆ Xα. Suppose

that Y * Xα. Then there is z ∈ Y such that z /∈ Xα. From X is a finite set,

this implies Y is a finite set. Moreover, there exist a, b ∈ Y such that a ̸= b and

aα = bα. We define β ∈ S(X, Y ) by

xβ =

xα if x ̸= b,

z if x = b.

Since bα ∈ Xα and bβ = z /∈ Xα, we have bα ̸= bβ. Then α ̸= β. We show that

α ≤ β. Since Xβ = Xα∪̇{z}, we have Xα ⊆ Xβ. Since Y β = Y α∪̇{z}, we have

Y α ⊆ Y β. Also, zβ−1 = {b} ⊆ (bα)α−1 and uβ−1 ⊆ uα−1 for all u ∈ Xβ \ {z}.

This implies πβ refines πα and πβ(Y ) refines πα(Y ). If x ∈ X and xβ ∈ Xα, then

x ̸= b, so xβ = xα by the definition of β. Then α ≤ β which contradicts the

maximality of α. Hence Y ⊆ Xα.

Next, we show that α : X \Y → X \Y α. Suppose that there is c ∈ X \Y

such that cα ∈ Y α. Since cα ∈ Y and X \ Y is a finite set, there exists d ∈ X \ Y
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such that d /∈ (X \ Y )α. We define γ ∈ S(X,Y ) by

xγ =

xα if x ̸= c,

d if x = c.

Since cα ∈ Y and cγ = d ∈ X \ Y , we have cα ̸= cγ. Then α ̸= γ. We show that

α ≤ γ. Since Xγ = Xα ∪ {d}, we have Xα ⊆ Xγ. Since c ∈ X \ Y , we have

Y α = Y γ by the definition of γ. Also, dγ−1 = {c} ⊆ (cα)α−1 and uγ−1 ⊆ uα−1

for all u ∈ Xγ \{d}. This implies πγ refines πα and πγ(Y ) refines πα(Y ). If x ∈ X

and xγ ∈ Xα, then x ̸= c, so xγ = xα by the definition of γ. Then α ≤ γ which

contradicts the maximality of α. Hence α : X \ Y → X \ Y α.

Finally, we show that α : X \Y → X \Y α is injective. Suppose that there

exist u, v ∈ X \ Y such that u ̸= v and uα = vα. Since X \ Y is a finite set, there

exists w ∈ X \ Y such that w /∈ (X \ Y )α. We define δ ∈ S(X, Y ) by

xδ =

xα if x ̸= v,

w if x = v.

Since vα ∈ (X \ Y )α and vδ = w /∈ (X \ Y )α, we have vα ̸= vδ. Then α ̸= δ. By

the same proof as given above, we get α ≤ δ which contradicts the maximality of

α. Hence α : X \ Y → X \ Y α is injective.

The converse is true by Lemma 3.2.4. �

Theorem 3.4.3 Let |X| = n = |Y |. Then the number of maximal elements of

S(X, Y ) is n!.

Proof. By Theorem 3.4.2, we have α ∈ S(X,Y ) is a maximal element if and only

if Y ⊆ Xα and α : X \ Y → X \ Y α is injective.

Let α be a maximal element in S(X, Y ). Since X = Y ⊆ Xα ⊆ X, we

have X = Y = Xα. Also, since X is a finite set, we obtain α is injective. Hence

the number of maximal elements of S(X, Y ) is equal to the number of all injective

functions of S(X,Y ) which is equal to n!. �
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Theorem 3.4.4 Let |X| = n > 1 and |Y | = 1. Then the number of maximal

elements of S(X,Y ) is (n− 1)!.

Proof. By Theorem 3.4.2, we have α ∈ S(X,Y ) is a maximal element if and only

if Y ⊆ Xα and α : X \ Y → X \ Y α is injective.

Let α be a maximal element in S(X, Y ). Since ∅ ̸= Y α ⊆ Y and |Y | = 1,

we have Y = Y α. Then α : X\Y → X\Y is injective. SinceX\Y is a finite set, we

obtain (X \Y )α = X \Y . From |Y α| = |Y | = 1 and |(X \Y )α| = |X \Y | = n−1,

it follows that Y α can have 1 choice and (X \ Y )α can have (n− 1)! choices, thus

there are (n−1)! ways to choose Y α and (X \Y )α. Hence the number of maximal

elements of S(X,Y ) is (n− 1)!. �

To count the number of maximal elements of S(X, Y ) in the case |X| =

n > r = |Y | > 1, we need the following combinatorics result.

Lemma 3.4.5 The number of r arrangements of objects chosen from unlimited

supplies of k types of objects such that each type will be use at least once is

k∑
j=1

(−1)j−1

(
k

j − 1

)
(k − (j − 1))r choices.

Proof. Now let us solve this problem with exponential generating functions. The

exponential generating function for this problem is(
x+

x2

2!
+

x3

3!
+ . . .

)k

= (ex − 1)k

=
(
k
0

)
(ex)k(−1)0 +

(
k
1

)
(ex)k−1(−1)1 +

(
k
2

)
(ex)k−2(−1)2

+ . . .+
(

k
k−1

)
(ex)k−(k−1)(−1)k−1 +

(
k
k

)
(ex)0(−1)k.

From enx = 1+nx+
n2x2

2!
+

n3x3

3!
+ . . .+

nrxr

r!
+ . . ., we have the coefficient of

xr

r!
in this generating function
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=
(
k
0

)
(k)r−

(
k
1

)
(k−1)r+

(
k
2

)
(k−2)r+. . .+(−1)k−1

(
k

k−1

)
(k−(k−1))r

=
k∑

j=1

(−1)j−1

(
k

j − 1

)
(k − (j − 1))r.

Hence the number of r arrangements of objects chosen from unlimited supplies of

k types of objects such that each type will be use at least once is

k∑
j=1

(−1)j−1

(
k

j − 1

)
(k − (j − 1))r choices. �

Theorem 3.4.6 Let |X| = n > r and |Y | = r > 1. Then the number of maximal

elements of S(X,Y ) is

r!(n−r)!+
m∑
i=1

{(
r

r−i

) r−i∑
j=1

(−1)j−1
(
r−i
j−1

)
(r−i−(j−1))r ·P (n−r, i)·P (n−r, n−r−i)

}
,

where m is the minimum of n− r and r − 1.

Proof. By Theorem 3.4.2, we have α ∈ S(X,Y ) is a maximal element if and only

if Y ⊆ Xα and α : X \ Y → X \ Y α is injective. Let α be a maximal element in

S(X, Y ).

Case Y α = Y : Since α : X \Y → X \Y is injective and X \Y is a finite set, so we

have (X \ Y )α = X \ Y . From |Y α| = |Y | = r and |(X \ Y )α| = |X \ Y | = n− r,

so Y α can have r! choices and for each choice of Y α, (X \ Y )α can have (n− r)!

choices, thus there are r!(n − r)! ways to choose Y α and (X \ Y )α. Hence the

number of maximal elements in this case is r!(n− r)!.

Case Y α ( Y : Let |Y α| = k. Then k ≥ 1 and k ≤ r − 1. Suppose that

r− k > n− r. Since (X \Y )α ⊆ X \Y α, we obtain Y α and (X \Y )α are disjoint

sets. Then we have

|Xα| = |Y α|+ |(X \ Y )α|

= k + (n− r)

< k + (r − k) = r = |Y |.

This implies Y * Xα which is a contradiction. Hence r − k ≤ n − r, that is

|Y α| = k ≥ r − (n− r).
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Let |Y α| = r − s. Since |Y α| ≥ 1, this implies r − s ≥ 1, that is s ≤ r − 1. Also,

since |Y α| ≥ r − (n− r), we obtain r − s ≥ r − (n− r), that is s ≤ n− r. Let m

be the minimum of n− r and r − 1. We can write |Y α| in the form

|Y α| = r − i ∀ i = 1, . . . ,m.

Consider for each i ∈ {1, . . . ,m}, let t be the number of r arrangements of objects

chosen from unlimited supplies of r − i types of objects such that each type will

be use at least once. Then Y α can have
(

r
r−i

)
t choices. By Lemma 3.4.5, Y α can

have
(

r
r−i

)r−i∑
j=1

(−1)j−1
(
r−i
j−1

)
(r− i− (j−1))r choices. And for each choice of Y α, we need

to find the number of ways to choose (X \ Y )α. Since α : X \ Y → X \ Y α is

injective and X \Y is a finite set, we have |X \Y | = n− r = |(X \Y )α|. Also, we

have |Y \ Y α| = r − (r − i) = i. Since Y ⊆ Xα, this implies Y \ Y α ⊆ (X \ Y )α.

Thus (X \ Y )α can have P (n− r, i) · P (n− r, n− r − i) choices. Then there are

(
r

r−i

) r−i∑
j=1

(−1)j−1
(
r−i
j−1

)
(r − i− (j − 1))r · P (n− r, i) · P (n− r, n− r − i)

ways to choose Y α and (X \ Y )α such that |Y α| = r − i. Hence the number of

maximal elements in this case is

m∑
i=1

{(
r

r−i

) r−i∑
j=1

(−1)j−1
(
r−i
j−1

)
(r − i− (j − 1))r · P (n− r, i) · P (n− r, n− r − i)

}
.

Therefore the number of maximal elements of S(X,Y ) is

r!(n−r)!+
m∑
i=1

{(
r

r−i

) r−i∑
j=1

(−1)j−1
(
r−i
j−1

)
(r−i−(j−1))r ·P (n−r, i)·P (n−r, n−r−i)

}
�

Example 3.4.7 Let X = {1, 2, 3, 4}, Y = {1, 2}. Then |X| = 4 and |Y | = 2. By

Theorem 3.4.6, we have m = 1 and the number of maximal elements of S(X, Y )

= 2!2! +
1∑

i=1

{(
2

2−i

) 2−i∑
j=1

(−1)j−1
(
2−i
j−1

)
(2− i− (j − 1))2 · P (2, i) · P (2, 2− i)

}
= 4+

(
2
1

) 1∑
j=1

(−1)0
(
2−1
j−1

)
(2− 1− (j − 1))2 · P (2, 1) · P (2, 2− 1)

= 4+
(
2
1

)(
1
0

)
(1)2 · 2! · 2!
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= 4+(2)(1)(2)(2)

= 4+8

= 12.

Moreover, by Theorem 3.4.6 the maximal elements of S(X,Y ) consist of 1 2 3 4

1 2 3 4

 ,

 1 2 3 4

1 2 4 3

 ,

 1 2 3 4

2 1 3 4

 ,

 1 2 3 4

2 1 4 3

 ,

 1 2 3 4

1 1 2 3

 ,

 1 2 3 4

1 1 2 4

 ,

 1 2 3 4

1 1 3 2

 ,

 1 2 3 4

1 1 4 2

 ,

 1 2 3 4

2 2 1 3

 ,

 1 2 3 4

2 2 1 4

 ,

 1 2 3 4

2 2 3 1

 ,

 1 2 3 4

2 2 4 1

 .

�


