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STATEMENTS OF ORIGINALITY 

1.  This thesis proposed a new instance reduction method for regression data based 

on input-output clustering with the abilities to control the accuracy and reduction 

ratio via setting the number of separation parts and quantization levels. 

2. This thesis also proposed a new instance reduction method based on condensation 

and edition methods for classification. The computational complexity of the 

method is lower than other methods because the class boundary of the enemy 

class is preprocessed by calculating the class boundary instead of all enemy 

sample points. The proposed method can select and retain the important data 

which are located at the class boundary.  

 


