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CHAPTER 4 

Results and Discussion 

This chapter reports and discusses the experimental results from the proposed 

algorithms which consist of five parts. The first part is the string generation process. 

The second part is the experiments on standard databases. The third part is the 

experiments on face recognition and the experimental results from facial expression 

recognition. We set m = 2 in all of our experiments. Finally, the discussion on 

advantages and disadvantages of the proposed algorithms is presented. The proposed 

algorithms are applied to standard datasets. The performances are compared to the 

previous classification algorithms and evaluated by indirect comparison with the 

existing algorithms.  

4.1 String generation process. 

For one image, we generated a string consisting of 5 steps as follows: 

1.  We resized each image in the datasets to 200×200. If the image is a color 

image, it will be converted into a gray-scale image using colormap to grayscale 

[27]. The rgb2gray converts RGB values to grayscale values by forming a 

weighted sum of the R, G, and B components as 

   0.2989 * R + 0.5870 * G + 0.1140 * B     (4.1) 

2.  The difference between each image (Ori_fi) in the dataset and the average of 

all training images in the dataset (Ave_f) is calculated as 

_ _ _    for 1,...,i iDif f Ori f Ave f i N= − =    (4.2) 

where N is the total number of images in the dataset.  Figures 4.1 and 4.2 show 

example images from the training dataset and its Ave_f, whereas the 

corresponding Dif_fi of each image in figure 4.1 is shown in figure 4.3.  
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3. The Ori_fi is convolving with the Gaussian kernel with σ=1 to provide the 

ith blurred image (Blur_fi). Then Dif_fi is divided by Blur_fi (resulting in Fi_fi) to 

reduce the effect of the variation of illumination [37] as shown in figure 4.4.  

4. A symbol of each nonoverlapping subimage of Fi_fi is created and 

concatenated into a string. For example, if we divide Fi_fi into 100 subimages 

with the size of 20×20, then a string of this image will have 100 symbols.  

5. The orientation of each pixel (x,y) in the rth subimage according to the 

gradient direction is calculated as 

 ( ) 1 _ ( , 1) _ ( , 1), 360 tan
_ ( 1, ) _ ( 1, )

ir ir
r

ir ir

Fi f x y Fi f x yx y
Fi f x y Fi f x y

θ −  + − −
= −  + − − 

  (4.3) 

 

                 

Figure 4.1 Examples of original images in the training dataset. 

 

 

Figure 4.2 Avg_f  from the training dataset. 
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Figure 4.3 Dif_fi between original images in figure 4.1 and Ave_f in figure 4.2 

We reduce the effect of the variation of illumination using the self-quotient 

normalization [34] by dividing the Dif_fi with the blurred version of the ith image 

(Blur_fi). The blurred image of the ith person or (Blur_fi)  is created by the Ori_fi 

where it is convolved with the Gaussian kernel with σ = 1. Then we get the final 

image, (Fi_fi). An example of this process is shown in figure 4.4. 

 

                      Dif_fi                         Blur_fi         Fi_fi 

Figure 4.4 An example of self-quotient normalization 
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Table 4.1 Bin orientation  

Orientation Bin No. 

0 ≤ θr(x,y) < 45 1 

45 ≤ θr(x,y) < 90 2 

90 ≤ θr(x,y) < 135 3 

135 ≤ θr(x,y) < 180 4 

180 ≤ θr(x,y) < 225 5 

225 ≤ θr(x,y) < 270 6 

270 ≤ θr(x,y) < 315 7 

315 ≤ θr(x,y) < 360 8 

 

The string generation process consists of first dividing Fi_fi into nonoverlapping 

subimages, each has a size of 20×20. Hence, we have 100 subimages in the most 

of experiments and 1600 in some experiments which we have the description on 

each experiment. Then, the Histogram of Gradients (HoG) with 8 bins is 

implemented in each subimage [35 - 37]. The orientation in each bin is shown in 

table 4.1. 

 

Figure 4.5 String generation process. 



 

30 
 

The Histogram of Gradients (HoG) [35 – 37] with 8 bins as shown in table 4.1 is 

implemented in each subimage. The bin with maximum frequency will be a 

representative of that subimage. The bin number was utilized as a character in the string 

representing the image, e.g., within the 20th subimage, the bin number 2 has the 

maximum frequency, and then the character of that subimage will be 2 as well. This 

step is repeated for all subimages to produce a string of that image. The time complexity 

of string generation process is approximately O(N2). An example of this step is shown 

in figure 4.5. 

The leave-one-out cross validation (LOOCV) was implemented and we used the same 

setting for all of the datasets. 

4.2  Standard dataset experiment 

In standard dataset experiment, we used 3 datasets consist of Kimia-216, Image Hjpg 

and USPS datasets. The description these datasets are described as follows: 

Figure 4.6 shows the example of each class in Kimia-216 Database 

(https://www.researchgate.net/figure/260215391_fig5_Fig-10-Kimia-216-database). 

This dataset has some objects and some animal images represented as black and white 

synthetic images and it consists of 216 shapes, grouped into 18 classes with 12 shapes 

in each class. 

 

Figure 4.6 Example of each class in Kimia-216 Database. 
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Figure 4.7 shows the example of each class in Image Hjpg Database (http://www-

cvr.ai.uiuc.edu/ponce_grp/data/objects/imagesHjpg/). This dataset has some real objects 

and real animal images which consist of 16 images for each of 8 objects. 

 

Figure 4.7 Example of each class in Image Hjpg Database. 

 

 

Figure 4.8 Example of class zero in USPS Dataset. 
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Figure 4.8 shows the example class zero in USPS dataset (http://www-

stat.stanford.edu/~tibs/ElemStatLearn/data.html). The USPS dataset refers to numeric 

data obtained from the scanning of handwritten digits from envelopes by the U.S. Postal 

Service. The original scanned digits have different sizes and orientations; the images 

here have been normalized in size, resulting in 16 x 16 grayscale images. There are 

2007 test observations, consisting of 359 observations for class 0, 264 observations for 

class 1, 198 observations for class 2, 166 observations for class 3, 200 observations for 

class 4, 160 observations for class 5, 170 observations for class 6, 147 observations for 

class 7, 166 observations for class 8, and 177 observations for class 9. We used the 

same method for string generation process, except for the size of each image which was 

re resized to 20×20 which using manual resized. From tables 4.2 to 4.8, we show the 

experimental results when using crisp initialization from sgFKNN1 to sgFKNN3, and 

sgFKNN7 on each standard dataset when using the K values from 1 to 10 and the 

minimum number of images for each object minus 1. Nevertheless, we show the 

experimental results when using crisp initialization from sgFKNN4, sgFKNN5, and 

sgFKNN6 on each standard dataset when using the K values from 1 to 10 and C and we 

have N/A in some results because the dataset has number of classes less than number of 

K. 

Table 4.2 The experimental results from sgFKNN1 for standard datasets when using 

crisp initialization. 
D

ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216 

100% 100% 100% 100% 98.72% 96.50% 98.72% 96.50% 98.72% 96.50% 98.72% 

Image 
Hjpg 

96.87% 96.87% 96.87% 95.31% 96.87% 95.31% 96.87% 95.31% 96.87% 95.31% 96.87% 

USPS 
88.98% 88.62% 89.60% 88.83% 91.58% 90.85% 91.58% 90.85% 91.58% 90.85% 89.60% 

 

http://www-stat.stanford.edu/%7Etibs/ElemStatLearn/data.html
http://www-stat.stanford.edu/%7Etibs/ElemStatLearn/data.html


 

33 
 

Table 4.3 The experimental results from sgFKNN2 for standard datasets when using 

crisp initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216   

100% 100% 100% 100% 96.50% 94.33% 98.72% 94.33% 98.72% 94.33% 98.72% 

Image 
Hjpg  

96.87% 96.87% 96.09% 95.31% 96.09% 95.31% 96.87% 95.31% 96.87% 95.31% 96.87% 

USPS 84.63% 84.29% 85.22% 84.49% 87.13% 86.41% 87.13% 86.41% 87.13% 86.41% 85.22% 

 

Table 4.4 The experimental results from sgFKNN3 for standard datasets when using 

crisp initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216 

100% 100% 100% 100% 96.50% 94.33% 98.72% 94.33% 98.72% 94.33% 98.72% 

Image 
Hjpg 

96.87% 96.87% 96.09% 95.31% 96.09% 95.31% 96.87% 95.31% 96.87% 95.31% 96.87% 

USPS 83.38% 83.04% 83.96% 83.24% 85.85% 85.13% 85.85% 85.13% 85.85% 85.13% 83.96% 
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Table 4.5 The experimental results from sgFKNN4 for standard datasets when using 

crisp initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=C

 

Kimia-
216   

98.72% 98.72% 98.72% 98.72% 94.70% 92.53% 96.92% 81.52% 96.92% 81.52% 96.92% 

Image 
Hjpg  

96.87% 92.97% 96.09% 93.75% 96.09% 93.75% 96.09% N/A N/A N/A 96.09% 

USPS 77.36% 77.05% 77.90% 77.23% 79.65% 78.98% 79.65% 78.98% 79.65% 78.98% 78.98% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

 

Table 4.6 The experimental results from sgFKNN5 for standard datasets when using 

crisp initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=C

 

Kimia-
216 

100% 100% 100% 100% 96.50% 94.33% 98.72% 82% 98.72% 82% 98.72% 

Image 
Hjpg 

96.87% 92.97% 96.09% 93.75% 96.09% 95.31% 96.09% N/A N/A N/A 96.09% 

USPS 82.15% 81.82% 82.72% 82.02% 84.58% 83.87% 84.58% 83.87% 84.58% 83.87% 83.87% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 
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Table 4.7 The experimental results from sgFKNN6 for standard datasets when using 

crisp initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=C

 

Kimia-
216 

100% 100% 100% 96% 96.50% 94.33% 98.72% 82% 98.72% 82% 98.72% 

Image 
Hjpg 

96.87% 91.41% 94.53% 91.41% 94.53% 91.41% 91.41% N/A N/A N/A 91.41% 

USPS 81.08% 80.75% 81.64% 80.95% 83.48% 82.78% 83.48% 82.78% 83.48% 82.78% 82.78% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

Table 4.8 The experimental results from sgFKNN7 for standard datasets when using 

crisp initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216   

100% 100% 100% 100% 96.50% 94.33% 98.72% 96.50% 98.72% 96.50% 98.72% 

Image 
Hjpg  

96.87% 96.87% 96.09% 95.31% 96.09% 95.31% 96.87% 95.31% 96.87% 95.31% 96.87% 

USPS 83.38% 83.04% 83.96% 83.24% 85.85% 85.13% 85.85% 85.13% 85.85% 85.13% 83.96% 

From the result of the experiment on sgFKNN1 to sgFKNN7, we found that the 

accuracy rate in sgFKNN1 is higher than the other algorithms, sgFKNN2, sgFKNN7 are 
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the second and third highest, respectively and sgFKNN4 is the worst accuracy rate than 

the other algorithm.  

Nevertheless, we also show the membership values in appendix A.1 

The experimental results from the proposed algorithms on the standard datasets are 

shown in table 4.9. 

Table 4.9 The maximum accuracy rates for the standard datasets on 7 sgFKNNs. 

Dataset sgFKNN1 sgFKNN2 sgFKNN3 sgFKNN4 sgFKNN5 sgFKNN6 sgFKNN7 

Kimia-216  [38]  100% 100% 100% 98.72% 100% 100% 100% 

Image Hjpg  96.87% 96.87% 96.87% 96.87% 96.87% 96.87% 96.87% 

USPS 91.58% 87.13% 85.85% 79.65% 84.58% 83.48% 85.85% 

 

From the result of the experiments on sgFKNN1 to sgFKNN7, we found that the 

accuracy rate of sgFKNN1 is higher than the other algorithms, but the sgFKNN4 is a 

little bit lower than the others.  

However, the sgFKNN4 on the USPS dataset is lower than the others because the USPS 

dataset refers to numeric data obtained from the scanning of handwritten digits. The 

original scanning digits have different sizes and orientations which the properties of 

sgFKNN4 may not be well as it should be. For instance, the sgFKNN4 has a prototype 

in each class which the testing sample may be similar in the other classes, because of 

the similarity of sizes and orientations. We show the misclassification on the USPS 

dataset when using sgFKNN4 as following below: 
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Figure 4.9 The misclassification in data 119th for sgFKNN4 algorithm in USPS 

database. 

From table 4.10 to 4.16, we show the experimental results when using fuzzy 

initialization from equation 2.7 with sgFKNN1, sgFKNN2, sgFKNN3, and sgFKNN7 

on each standard datasets when using the K values from 1 to 10 and the minimum 

number of images for each object minus 1. 

Next, we show the experimental results when using fuzzy initialization from equation 

2.7 with sgFKNN4, sgFKNN5, and sgFKNN6 on each standard dataset when using the 

K values from 1 to 10 and C. 

Table 4.10 The experimental results from sgFKNN1 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-

216 
100% 100% 100% 100% 98.72% 96.50% 98.72% 96.50% 96.12% 93.96% 97.40% 

Image 

Hjpg 
96.87% 95.31% 96.87% 95.31% 96.87% 95.31% 96.87% 95.31% 94.32% 92.80% 95.58% 

USPS 88.98% 87.19% 89.60% 87.40% 91.58% 89.39% 91.58% 89.39% 89.17% 87.03% 88.41% 
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Table 4.11 The experimental results from sgFKNN2 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216   100% 99.17% 100% 98.61% 93.89% 91.75% 97.37% 93.02% 97.37% 90.51% 97.35% 

Image 
Hjpg  96.87% 96.06% 96.09% 93.99% 93.49% 92.70% 95.54% 93.99% 95.54% 91.45% 95.52% 

USPS 84.63% 83.59% 85.22% 83.32% 84.78% 84.04% 85.94% 85.21% 85.94% 82.91% 84.04% 

 

 

Table 4.12 The experimental results from sgFKNN3 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216 

100% 99.17% 97.26% 98.61% 92.59% 91.75% 97.37% 93.02% 97.37% 90.51% 97.35% 

Image 
Hjpg 

96.87% 96.87% 96.09% 93.99% 93.49% 92.70% 95.54% 93.99% 95.54% 93.99% 95.52% 

USPS 83.38% 83.04% 83.96% 82.08% 83.53% 82.80% 84.67% 83.95% 84.67% 83.95% 82.79% 
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Table 4.13 The experimental results from sgFKNN4 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=C

 

Kimia-
216 

98.72% 97.35% 97.61% 96.50% 93.13% 89.99% 95.59% 80.39% 95.59% 78.22% 95.57% 

Image 
Hjpg 

96.87% 91.68% 95.01% 91.64% 94.49% 91.32% 94.49% N/A N/A N/A 94.49% 

USPS 77.36% 77.05% 77.90% 76.16% 77.50% 76.82% 78.56% 77.88% 78.56% 77.88% 77.88% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

 

Table 4.14 The experimental results from sgFKNN5 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=C

 

Kimia-
216   100% 98.61% 98.87% 97.75% 94.90% 91.75% 97.37% 80.86% 97.37% 78.68% 97.35% 

Image 
Hjpg  

96.87% 91.68% 95.01% 91.64% 94.49% 93.72% 94.49% N/A N/A N/A 94.49% 

USPS 82.15% 81.82% 82.72% 80.88% 82.29% 81.57% 83.42% 82.71% 83.42% 82.71% 82.71% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 
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Table 4.15 The experimental results from sgFKNN6 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=C

 

Kimia-
216   100% 98.61% 98.87% 93.84% 94.90% 91.75% 97.37% 80.86% 97.37% 78.68% 97.35% 

Image 
Hjpg  

96.87% 90.14% 93.46% 89.35% 92.96% 89.04% 89.89% N/A N/A N/A 89.89% 

USPS 81.08% 80.75% 81.64% 79.83% 81.22% 80.51% 82.34% 81.63% 82.34% 81.63% 81.63% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

 

Table 4.16 The experimental results from sgFKNN7 when using fuzzy initialization. 

D
ataset 

K
=1 

K
=2 

K
=3 

K
=4 

K
=5 

K
=6 

K
=7 

K
=8 

K
=9 

K
=10 

K
=m

in(nperclass)-1 

Kimia-
216   100% 100% 100% 98.61% 93.89% 91.75% 97.37% 95.16% 97.37% 95.16% 97.35% 

Image 
Hjpg  96.87% 96.87% 96.09% 93.99% 93.49% 92.70% 95.54% 93.99% 95.54% 93.99% 95.52% 

USPS 83.38% 83.04% 83.96% 82.08% 83.53% 82.80% 84.67% 83.95% 84.67% 83.95% 82.79% 

From the result of the experiment on sgFKNN1 to sgFKNN7, we found that the 

accuracy rate in sgFKNN1 is higher than the other algorithms.  
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The experimental results from the proposed algorithms when using fuzzy initialization 

on the standard datasets are shown in table 4.17. 

Table 4.17 The maximum accuracy rates for the standard datasets on 7 sgFKNNs when 

using fuzzy initialization. 

Dataset sgFKNN1 sgFKNN2 sgFKNN3 sgFKNN4 sgFKNN5 sgFKNN6 sgFKNN7 

Kimia-
216   100% 100% 100% 98.72% 100% 100% 100% 

Image 
Hjpg  96.87% 96.87% 96.87% 96.87% 96.87% 96.87% 96.87% 

USPS 91.58% 85.94% 84.67% 78.56% 83.42% 82.34% 84.67% 

 
 

 

Table 4.18 The average of accuracy rates for the standard datasets on 7 sgFKNNs when 

using crisp initialization. 

Dataset sgFKNN1 sgFKNN2 sgFKNN3 sgFKNN4 sgFKNN5 sgFKNN6 sgFKNN7 

Kimia-
216   98.58% 97.79% 97.79% 94.17% 95.54% 95.18% 98.18% 

Image 
Hjpg  96.30% 96.16% 96.16% 95.21% 95.60% 92.87% 96.16% 

USPS 90.27% 85.86% 84.59% 78.58% 83.45% 82.36% 84.59% 
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Table 4.19 The average of accuracy rates for the standard datasets on 7 sgFKNNs when 

using fuzzy initialization. 

Dataset sgFKNN1 sgFKNN2 sgFKNN3 sgFKNN4 sgFKNN5 sgFKNN6 sgFKNN7 

Kimia-
216   97.99% 96.28% 95.91% 92.60% 93.95% 93.60% 96.97% 

Image 
Hjpg  95.58% 94.66% 94.96% 93.75% 94.13% 91.45% 94.96% 

USPS 89.07% 84.51% 83.53% 77.60% 82.40% 81.33% 83.53% 

Moreover, when we compare the experimental results between crisp initailization with 

fuzzy initialization, we found that the accuracy rates in crisp initialization are higher 

than fuzzy initialization in every dataset which show in figure 4.19. 

Figure 4.10 shows the average of accuracy rates of every K when using crisp 

initialization (a) and fuzzy initialization (b). 

 

Figure 4.10 The average of accuracy rates of every K when using crisp initialization (a) 

and fuzzy initialization (b). 
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Figure 4.11 shows that the membership values when using crisp initialization (a) has 

higher than fuzzy initialization (b) when correct classification which it makes sure that 

the testing data stays in the right class. On the other hand, the misclassification in data 

number 824 on fuzzy initialization shows that the membership values are close to 

between class 3 and class 4. In crisp initialization, it is also the right classification but in 

the fuzzy initialization is the misclassification. 

 

Figure 4.11 The membership values of USPS dataset when using crisp initialization (a) 

and fuzzy initialization (b). 

Additionally, we implemented the multi-prototypes on three algorithms, namely 

sgFKNN4, sgFKNN5, and sgKNN6, for standard datasets using string grammar fuzzy 

K-nearest neighbor on the above datasets. We set the number of prototypes on each 

dataset to about 1%, 5%, 10%, 15%, and 20% of the minimum number of images for 

each class. The minimum number of images for each class in USPS dataset is 147; we 



 

44 
 

set the number of prototypes to be 1, 7, 14, 21, and 28. The minimum numbers of 

images for each class in Kimia-216 and Image Hjpg datasets are 12 and 16, 

respectively; we set the number of prototypes to be 1, 2, 3, 4, and 5. We used the K 

values from 1 to 10 and C on each dataset. 

Table 4.20 The experimental results from sgFKNN4 for standard datasets when using 

the different number of prototypes. 

Dataset Number of prototypes 1 2 3 4 5 
Kimia-216 K=1 98.72% 99.14% 98.84% 96.56% 96.38% 

 

K=2 98.72% 99.14% 98.84% 96.56% 96.38% 
K=3 98.72% 99.14% 98.84% 96.56% 96.38% 
K=4 98.72% 99.14% 98.84% 96.56% 96.38% 
K=5 94.70% 95.10% 94.82% 92.63% 92.46% 
K=6 92.53% 92.92% 92.64% 90.51% 90.34% 
K=7 96.92% 97.33% 97.04% 94.80% 94.62% 
K=8 81.52% 81.87% 81.62% 79.74% 79.59% 
K=9 96.92% 97.33% 97.04% 94.80% 94.62% 

K=10 81.52% 81.87% 81.62% 79.74% 79.59% 
K=C 96.92% 97.33% 97.04% 94.80% 94.62% 

Image Hjpg Number of prototypes 1 2 3 4 5 

 

K=1 96.87% 96.45% 96.03% 95.83% 95.41% 
K=2 92.97% 92.57% 92.16% 91.97% 91.57% 
K=3 96.09% 95.67% 95.26% 95.06% 94.64% 
K=4 93.75% 93.34% 92.94% 92.74% 92.34% 
K=5 96.09% 95.67% 95.26% 95.06% 94.64% 
K=6 93.75% 93.34% 92.94% 92.74% 92.34% 
K=7 96.09% 95.67% 95.26% 95.06% 94.64% 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 

K=10 N/A N/A N/A N/A N/A 
K=C 96.09% 95.67% 95.26% 95.06% 94.64% 

USPS Number of prototypes 1 7 14 28 32 

 

K=1 77.36% 77.63% 78.02% 77.46% 77.11% 
K=2 77.05% 77.32% 77.71% 77.15% 76.80% 
K=3 77.90% 78.17% 78.57% 78.00% 77.65% 
K=4 77.23% 77.50% 77.89% 77.33% 76.98% 
K=5 79.65% 79.93% 80.33% 79.75% 79.39% 
K=6 78.98% 79.26% 79.65% 79.08% 78.72% 
K=7 79.65% 79.93% 80.33% 79.75% 79.39% 
K=8 78.98% 79.26% 79.65% 79.08% 78.72% 
K=9 79.65% 79.93% 80.33% 79.75% 79.39% 

K=10 78.98% 79.26% 79.65% 79.08% 78.72% 
K=C 78.98% 79.26% 79.65% 79.08% 78.72% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 
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The experiment results from sgFKNN4 when using the different number of prototypes. 

We found that the best accuracy rate on Kimia-216, Image Hjpg and USPS dataset are 

99.14%, 96.87% and 80.33%, respectively, when using K = 1, 2 , 3, 4  and number of 

prototype is 2 for Kimia-216 database, K = 1 and number of prototypes is 1 for Image 

Hjpg database, K = 5, 7, 9  and number of prototypes is 14 for USPS database. For 

Image Hjpg has 8 classes then we have K = 1 to 7 in our experiment. 

Table 4.21 The experimental results from sgFKNN5 for standard datasets when using 

the different number of prototypes. 

Dataset Number of prototypes 1 2 3 4 5 
Kimia-216 K=1 100% 100% 99.74% 97.29% 97.02% 

 

K=2 100% 100% 99.74% 97.29% 97.02% 
K=3 100% 100% 99.74% 97.29% 97.02% 
K=4 96% 96% 95.75% 93.40% 93.14% 
K=5 96.50% 96.50% 96.25% 93.88% 93.62% 
K=6 94.33% 94.33% 94.08% 91.77% 91.52% 
K=7 98.72% 98.72% 98.46% 96.04% 95.78% 
K=8 82% 82% 81.79% 79.78% 79.56% 
K=9 98.72% 98.72% 98.46% 96.04% 95.78% 
K=10 82% 82% 81.79% 79.78% 79.56% 
K=C 98.72% 98.72% 98.46% 96.04% 95.78% 

Image Hjpg Number of prototypes 1 2 3 4 5 

 

K=1 96.87% 96.45% 96.03% 95.83% 95.41% 
K=2 92.97% 92.57% 92.16% 91.97% 91.57% 
K=3 96.09% 95.67% 95.26% 95.06% 94.64% 
K=4 93.75% 93.34% 92.94% 92.74% 92.34% 
K=5 96.09% 95.67% 95.26% 95.06% 94.64% 
K=6 95.31% 94.90% 94.48% 94.29% 93.87% 
K=7 96.09% 95.67% 95.26% 95.06% 94.64% 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 96.09% 95.67% 95.26% 95.06% 94.64% 

USPS Number of prototypes 1 7 14 28 32 

 

K=1 82.15% 82.44% 82.85% 82.26% 81.88% 
K=2 81.82% 82.11% 82.52% 81.93% 81.55% 
K=3 82.72% 83.01% 83.42% 82.83% 82.45% 
K=4 82.02% 82.31% 82.72% 82.13% 81.75% 
K=5 84.58% 84.88% 85.30% 84.69% 84.30% 
K=6 83.87% 84.17% 84.58% 83.98% 83.59% 
K=7 84.58% 84.88% 85.30% 84.69% 84.30% 
K=8 83.87% 84.17% 84.58% 83.98% 83.59% 
K=9 84.58% 84.88% 85.30% 84.69% 84.30% 
K=10 83.87% 84.17% 84.58% 83.98% 83.59% 
K=C 83.87% 84.17% 84.58% 83.98% 83.59% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 
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The experiment results from sgFKNN5 when using the different number of prototypes. 

We found that the best accuracy rate on Kimia-216, Image Hjpg and USPS dataset are 

100%, 96.87% and 85.30%, respectively, when using K = 1, 2, 3  and number of 

prototypes are 1, 2 for Kimia-216 database, K = 1 and number of prototypes is 1 for 

Image Hjpg database, K =5, 7, 9 and number of prototypes is 14 for USPS database. 

Table 4.22 The experimental results from sgFKNN6 for standard datasets when using 

the different number of prototypes. 

Dataset Number of prototypes 1 2 3 4 5 
Kimia-216 K=1 100% 100% 99.74% 97.29% 97.02% 

 

K=2 100% 100% 99.74% 97.29% 97.02% 
K=3 100% 100% 99.74% 97.29% 97.02% 
K=4 96% 96% 95.75% 93.40% 93.14% 
K=5 96.50% 96.50% 96.25% 93.88% 93.62% 
K=6 94.33% 94.33% 94.08% 91.77% 91.52% 
K=7 98.72% 98.72% 98.46% 96.04% 95.78% 
K=8 82% 82% 81.79% 79.78% 79.56% 
K=9 98.72% 98.72% 98.46% 96.04% 95.78% 

K=10 82% 82% 81.79% 79.78% 79.56% 
K=C 98.72% 98.72% 98.46% 96.04% 95.78% 

Image Hjpg Number of prototypes 1 2 3 4 5 

 

K=1 96.87% 96.45% 96.03% 95.83% 95.41% 
K=2 91.41% 91.01% 90.62% 90.43% 90.03% 
K=3 94.53% 94.12% 93.71% 93.52% 93.11% 
K=4 91.41% 91.01% 90.62% 90.43% 90.03% 
K=5 94.53% 94.12% 93.71% 93.52% 93.11% 
K=6 91.41% 91.01% 90.62% 90.43% 90.03% 
K=7 91.41% 91.01% 90.62% 90.43% 90.03% 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 

K=10 N/A N/A N/A N/A N/A 
K=C 91.41% 91.01% 90.62% 90.43% 90.03% 

USPS Number of prototypes 1 7 14 28 32 

 

K=1 81.08% 81.36% 81.77% 81.18% 80.82% 
K=2 80.75% 81.03% 81.44% 80.85% 80.49% 
K=3 81.64% 81.92% 82.33% 81.74% 81.38% 
K=4 80.95% 81.23% 81.64% 81.05% 80.69% 
K=5 83.48% 83.77% 84.19% 83.58% 83.21% 
K=6 82.78% 83.07% 83.48% 82.88% 82.51% 
K=7 83.48% 83.77% 84.19% 83.58% 83.21% 
K=8 82.78% 83.07% 83.48% 82.88% 82.51% 
K=9 83.48% 83.77% 84.19% 83.58% 83.21% 

K=10 82.78% 83.07% 83.48% 82.88% 82.51% 
K=C 82.78% 83.07% 83.48% 82.88% 82.51% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 
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The experiment results from sgFKNN6 when using the different number of prototypes. 

We found that the best accuracy rate on Kimia-216, Image Hjpg and USPS dataset are 

100%, 96.87% and 84.19%, respectively, when using K = 1, 2, 3 and number of 

prototypes are 1, 2 for Kimia-216 database, K = 1 and number of prototype is 1 for 

Image Hjpg database, K = 5, 7, 9 and number of prototype is 14 for USPS database. 

We found that the optimal number of prototypes which provides the highest accuracy 

rate should be 5% to 15% of data samples, otherwise the accuracy rate will be dropped 

because some prototypes may be outliers. 

4.3 Face recognition and expression experiment 

In face recognition, we used 10 public standard datasets. The descriptions of these 

datasets are described as following: 

1.  ORL [39] 

This dataset has 10 different images of each 40 distinct subjects. For some 

subjects, the images were taken at different times, varying the lighting, facial 

expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / 

no glasses). All the images were taken against a dark homogeneous background 

with the subjects in an upright, frontal position (with tolerance for some side 

movement).The URL of dataset is 

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html. 

 

Figure 4.12 Example of 1st class from ORL dataset 
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Figure 4.13 Example of all 40 classes from ORL dataset 

2.  FEI  [40]  

The FEI face database is a Brazilian face database that contains a set of face 

images taken between June 2005 and March 2006 at the Artificial Intelligence 

Laboratory of FEI in Sao Bernardo do Campo, Sao Paulo, Brazil. There are 14 

images for each of 200 individuals, with the total of 2800 images. All images are 

colorful and taken against a white homogenous background in an upright frontal 

position with profile rotation of up to about 180 degrees. Scale might vary about 

10% and the original size of each image is 640x480 pixels. All faces are mainly 

represented by students and staffs at FEI, between 19 and 40 years old with 

distinct appearance, hairstyle, and adorns. The numbers of male and female 

subjects are exactly the same and equal to 100 which the URL of dataset is 

http://fei.edu.br/~cet/facedatabase.html. 

 

Figure 4.14 Example of FEI dataset in class 1.   
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3. Yale [41] 

The Yale database contains 165 gray scale images in GIF format from 15 

individuals. There are 11 images per subject, one per different facial expression or 

configuration, i.e., center-light, with glasses, happy, left-light, without glasses, 

normal, light, sad, sleepy, surprised and wink. 

 

Figure 4.15 Example of Yale dataset 

4.  JAFFE [42]  

Japanese Female Facial Expression (JAFFE) database consists of 213 images of 

Japanese female facial expressions, where each image corresponds to one of the 

seven categories of expression, i.e., anger, disgust, fear, happiness, neutral, 

sadness, and surprise which the URL of dataset is http://www.kasrl.org/jaffe.html. 

 

Figure 4.16 Example of JAFFE dataset 

5. Pain expressions [43]  

This database is the cropped versions, fixed eye location, 7 expressions (not sad) 

from each of 12 women. The resolution is 181 x 241. There are 26 images for 

each of individuals which the URL of dataset is 

http://pics.psych.stir.ac.uk/2D_face_sets.htm. 
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Figure 4.17 Example of Pain expressions dataset 

6.  Senthilkumar [44] 

The database contains 80 color face images of 5 persons (all men), including 

frontal views of faces with different facial expressions, occlusions, and brightness 

conditions. Each person has 16 different images which the URL of dataset is 

http://www.geocities.ws/senthilirtt/Senthil%20Face%20Database%20Version1. 

.  

Figure 4.18 Example of Senthilkumar dataset 

7.  PICS - Psychological Image Collection at Stirling [45]    

This is a collection of images useful for conducting experiments in psychology, 

primarily faces, though other submissions are welcome. They are free for research 

use. The database contains 9 images for each of 36 individuals which the URL of 

dataset is http://pics.psych.stir.ac.uk/. 

 

Figure 4.19 Example of PICS dataset 

 

 



 

51 
 

8. MIT CBCL [46]  

There are 200 images for each of 10 individuals (poses and scale variation of 

facial expressions) which the URL of dataset is http://cbcl.mit.edu/software-

datasets/heisele/facerecognition-database.html. 

 

Figure 4.20 Example of MIT original dataset 

9. CMU AMP [47]   

CMU AMP database, there are 13 subjects in the database, each with 75 images, 

and all of the face images are collected in the same lighting condition, allowing 

only human expression changes. 

 

Figure 4.21 Example of CMU AMP dataset 

10. Georgia Tech [48]  

The database contains images of 50 people and is stored in JPEG format. For each 

individual, there are 15 color images captured between 06/01/99 and 11/15/99. 

Most of the images were taken in two different sessions to take into account the 

variations in illumination conditions, facial expression, and appearance. In 

addition, the faces were captured at different scales and orientations which the 

URL of dataset is http://www.anefian.com/research/face_reco.htm. 
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Figure 4.22 Example of Georgia Tech dataset 

4.3.1  Face recognition experiment result 

We implement the seven algorithms for face recognition using string grammar 

fuzzy K-nearest neighbor (sgFKNN1 to sgKNN7) on the ten standard face 

recognition datasets.  

From tables 4.23 to 4.29, we show the experimental results from sgFKNN1, 

sgFKNN2, sgFKNN3, and sgFKNN7 on 10 face recognition datasets when using 

the K values from 1 to 10 and the minimum number of images for each person 

minus 1. 

Nevertheless, we show the experimental results from sgFKNN4, sgFKNN5, and 

sgFKNN6 on 10 face recognition datasets when using the K values from 1 to 10 

and C. 

Moreover, in the next, we show the experimental results of multi-prototypes from 

sgFKNN4, sgFKNN5, and sgFKNN6 on 10 face recognition datasets when using 

the K values from 1 to 10 and C. 
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Table 4.23 The experimental results from sgFKNN1 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

ORL  
96.70% 96.70% 99.25% 98.65% 99.25% 98.65% 99.25% 98.65% 99.25% 98.65% 99.25% 

MIT-

CBCL  

99.70% 99.70% 100% 99.70% 100% 99.70% 100% 99.70% 100% 99.70% 99.70% 

Georgia 

Tech 

77.37% 77.37% 79.57% 79.33% 79.57% 79.33% 79.57% 79.33% 79.57% 79.33% 79.31% 

FEI  
91.73% 91.73% 93.85% 93.57% 93.85% 93.57% 93.85% 93.57% 93.85% 93.57% 93.83% 

JAFFE  
100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 98.49% 

Pain 

Expressio

n 

89.16% 89.16% 90% 89.73% 90% 89.73% 90% 89.73% 90% 89.73% 90% 

Senthilku

mar 

96.25% 96.25% 93.75% 93.75% 95% 93.75% 93.75% 93.75% 95% 95% 93.75% 

PICS 
94.27% 94.27% 95.23% 94.94% 95.23% 94.94% 95.23% 94.94% 95.23% 94.94% 95.23% 

Yale 
96.34% 96.34% 94.85% 94.04% 96.98% 96.17% 96.98% 96.17% 96.98% 96.17% 94.85% 

CMU 

AMP 

98.67% 98.67% 100% 99.70% 100% 99.70% 100% 99.70% 100% 99.70% 100% 

From the experimental results, the best accuracy rate is sgFKNN1 for face 

recognition datasets. We found that the best accuracy rate on ORL, Pain 

Expression, PICS and CMU AMP database are 99.25%, 90%, 95.23% and 100%, 

respectively. For MIT-CBCL, Georgia Tech and FEI databases the accuracy rates 

are 100%, 79.57%, and 93.85%, respectively.  
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Figure 4.23 The example of 10 images for the two classes in ORL dataset. 

Figure 4.23 shows 10 examples images for two classes in ORL dataset. We found 

that 10 images for each class which are scale invariance, rotational invariance, left 

and right turning faces, up and down faces in the 1st class, with and without 

glasses, left and right turning faces in the 2nd class have high between-classes 

variation. Thus, large K values may not be appropriated. 

 

Figure 4.24 The example of the images for each class in JAFFE dataset. 

Figure 4.24 shows data of 2 classes which have high between-classes variation. 

These 2 classes have differences in image size and facial expression. Thus, we 

expect that the accuracy rate should be high.  
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Figure 4.25 The example of the images for each class in Yale dataset. 

Figure 4.25 shows three different classes in three rows on the Yale database which 

has a high within-classes variation, such as different emotional faces and lighting. 

However, it has low distribution of between class, such as containing the same 

smiling faces, the same lighting direction, and the same backgrounds. Thus, the 

best of K values are 5, 7, and 9.  

 

Figure 4.26 The example of the images for each class in Senthilkumar dataset. 

Figure 4.26 shows the Senthilkumar database has a high within-classes variation 

where it has different poses in each image for each class. However, it has low 

between-classes variation. Considering that the 1st row represents the 1st class and 

the 2nd row represents the 2nd class, we can see that each class has a similar look 

(low between-classes variation). Thus, the K=1 may be appropriated. 
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Figure 4.27 The misclassification in person 28th for sgFKNN1 algorithm in ORL 

database. 

 

Figure 4.28 The misclassification in person 16th for sgFKNN1 algorithm in ORL 

database. 
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Figure 4.29 The misclassification in person 36th for sgFKNN1 algorithm in ORL 

database. 

The misclassifications from sgFKNN1 algorithm are shown in figures 4.27-4.29. Figure 

4.29 shows the image number 9 of the 36th person wearing glasses when using K = 9.  It 

found that the testing image was similar to another group who wearing glasses. Figure 

4.30 shows the example of Georgia Tech dataset. The misclassification could be another 

reason that a small distance was created between strings which usually are far from each 

other, by the process of string transformation, when calculating the Levenshtein 

distance.   

 

Figure 4.30 Examples from Georgia Tech dataset 
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Figure 4.31 The misclassification in person 11th and 12th for sgFKNN1 algorithm 

in Senthilkumar database when using K=2. 

The misclassifications from sgFKNN1 algorithm are shown in figure 4.31. For person 

11th (B) , the membership values in class 1 is 0.48 and in class 4 is 0.52. It is found that 

the image in 1st-NN (C) has similarity in pose and the image in 2nd-NN (D) has 

similarity in the person. Nevertheless, the distance between test image with 1st-NN is 

976 and with 2nd-NN is 979. These values are considered rather close which the 

membership values are rather close too. 

Moreover, for the 12th testing image (E), the membership values in class 1 and class 2 

are 0.5. It is shown that if we use K=2 or even values, then the membership values have 

an equal opportunity and the accuracy rate will be dropped. 
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Table 4.24 The experimental results from sgFKNN2 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

ORL  94.74% 94.74% 97.24% 95.65% 97.24% 95.65% 97.24% 95.65% 96.00% 95.65% 96% 

MIT-

CBCL  

99.45% 99.45% 99.75% 99.45% 99.75% 99.45% 99.75% 99.45% 99.75% 99.45% 98.05% 

Georgia 

Tech 

73.51% 73.51% 75.60% 75.37% 75.60% 75.37% 75.60% 75.37% 75.60% 75.37% 73.16% 

FEI  
88.80% 88.80% 90.85% 90.58% 90.85% 90.58% 90.85% 90.58% 90.85% 90.58% 89.26% 

JAFFE  
100% 100% 99.53% 98.59% 100% 99.06% 99.53% 99.53% 99.53% 99.53% 97.48% 

Pain 

Expressi

on 

76.99% 76.99% 77.72% 77.49% 77.72% 77.49% 77.72% 77.49% 77.72% 77.49% 77.72% 

Senthilk

umar 

96.25% 90% 91.25% 90.00% 92.50% 91.25% 91.25% 90% 91.25% 92.50% 90% 

PICS 
87.09% 87.09% 87.98% 87.72% 87.98% 87.72% 87.98% 87.72% 87.98% 87.72% 87.98% 

Yale 
85.26% 85.26% 83.94% 83.13% 85.73% 85.01% 85.73% 85.01% 85.73% 85.01% 83.94% 

CMU 

AMP 

96.84% 96.84% 98.15% 97.85% 98.15% 97.85% 98.15% 97.85% 98.15% 97.85% 98.15% 

From the experimental results, we found that the best accuracy rate on ORL is 97.24% 

when using K = 3, 5, and 7. For Pain Expression, PICS and CMU AMP database are 

77.72%, 87.98% and 98.15%, respectively. For MIT-CBCL, Georgia Tech and FEI 

databases the accuracy rates are 99.75%, 75.60%, and 90.85%, respectively.  
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Figure 4.32 The accuracy rate of sgFKNN2 on 10 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has similar pattern when varying K values but a little bit less than those of 

sgFKNN1.  

For each image in the classes of every dataset, if we generate string in the same process 

then we have the same string in same image on 7 sgFKNNs and same distance in 

sgFKNN1, sgFKNN2, sgFKNN3 and sgFKNN7 as group 1 and same distance in 

sgFKNN4, sgFKNN5 and sgFKNN6 as group 2. From this reason, the 

misclassifications depend on each equation in 7 sgFKNNs. The misclassifications from 

sgFKNN2 algorithm are similar to sgFKNN1. Although we use the different datasets 

which also make the accuracy rate changed. However, using the same dataset will have 

the same pattern of accuracy rate, although different algorithms which variable on K 
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values were used. However, if we use K=2 or even values, then the membership values 

will have an equal opportunity which make the accuracy rate dropped. 

Table 4.25 The experimental results from sgFKNN3 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

ORL  96.46% 96.46% 99.00% 96.81% 97.74% 96.81% 97.74% 96.81% 97.74% 96.81% 97.74% 

MIT-

CBCL  

99.45% 99.45% 99.75% 99.45% 99.75% 99.45% 99.75% 99.45% 99.75% 99.45% 98.05% 

Georgia 

Tech 

73.51% 73.51% 75.60% 75.37% 75.60% 75.37% 75.60% 75.37% 75.60% 75.37% 73.16% 

FEI  
84.34% 84.34% 86.29% 86.03% 86.29% 86.03% 86.29% 86.03% 86.29% 86.03% 84.78% 

JAFFE  
100% 100% 99.53% 98.59% 99.53% 99.06% 99.53% 99.53% 99.53% 99.53% 97.48% 

Pain 

Expressi

on 

81.97% 81.97% 82.75% 82.50% 82.75% 82.50% 82.75% 82.50% 82.75% 82.50% 82.75% 

Senthilk

umar 

96.25% 90% 91.25% 90.00% 92.50% 91.25% 91.25% 90% 91.25% 92.50% 90% 

PICS 
82.57% 82.57% 83.41% 83.16% 83.41% 83.16% 83.41% 83.16% 83.41% 83.16% 83.41% 

Yale 
80.98% 80.98% 79.73% 78.92% 82.42% 81.61% 82.42% 81.61% 82.42% 81.61% 79.73% 

CMU 

AMP 

84.98% 84.98% 86.13% 85.87% 86.13% 85.87% 86.13% 85.87% 86.13% 85.87% 86.13% 

From the experimental results, we found that the best accuracy rate on ORL is 99% 

when using K = 3. For Pain Expression, PICS and CMU AMP database the accuracy 

rates are 82.75%, 83.41% and 86.13%, respectively, when using K = 3, 5, 7, 9 and 

min(nperclass)-1. For MIT-CBCL, Georgia Tech and FEI databases the accuracy rates 

are 99.75%, 75.60%, and 86.29%, respectively, when using K = 3, 5, 7, and 9.  



 

62 
 

 

Figure 4.33 The accuracy rate of sgFKNN3 on 10 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has the same pattern when vary on K values but a little bit less than those of 

sgFKNN1. The misclassifications from sgFKNN3 algorithm are similar to sgFKNN1 

and sgFKNN2. They show that although we use different dataset which also make the 

accuracy rate changed. However, using the same dataset will have the same pattern of 

accuracy rate, although different algorithm which variable on K values was used. If we 

use K=2 or even values, then the membership values will have an equal opportunity 

which make the accuracy rate dropped. 
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Table 4.26 The experimental results from sgFKNN4 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=C
 

ORL  86.20% 86.20% 88.47% 86.51% 87.34% 86.51% 87.34% 86.51% 87.34% 86.51% 87.34% 

MIT-

CBCL  

99.20% 98.50% 99.50% 98.50% 99.50% 98.50% 99.50% 98.50% 99.50% 98.50% 97.80% 

Georgia 

Tech 

60.80% 59.03% 62.53% 61.90% 62.53% 61.90% 62.53% 61.90% 62.53% 61.90% 60.51% 

FEI  
74.98% 72.68% 76.71% 75.94% 76.71% 75.94% 76.71% 75.94% 76.71% 75.94% 75.37% 

JAFFE  
100% 99.06% 99.53% 98.59% 99.53% 99.06% 99.53% 99.06% 99.06% 99.06% 97.48% 

Pain 

Expressi

on 

72.87% 71.39% 73.56% 72.82% 73.56% 72.82% 73.56% 72.82% 73.56% 72.82% 73.56% 

Senthilk

umar 

96.25% 90% 90% 88.75% 90.25% N/A N/A N/A N/A N/A 90.25% 

PICS 
73.40% 72.76% 74.15% 73.40% 74.15% 73.40% 74.15% 73.40% 74.15% 73.40% 74.15% 

Yale 
71.99% 71.99% 70.88% 70.06% 73.03% 71.21% 73.03% 71.21% 73.03% 71.21% 70.88% 

CMU 

AMP 

75.55% 74.52% 76.57% 75.80% 76.57% 75.80% 76.57% 75.80% 76.57% 75.80% 76.57% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

From the experimental results, we found that the best accuracy rate on ORL is 88.47% 

when using K = 3. For Pain Expression, PICS and CMU AMP database the accuracy 

rates are 73.56%, 74.15% and 76.57%, respectively, when using K = 3, 5, 7, 9 and 

min(nperclass)-1. For MIT-CBCL, Georgia Tech and FEI databases the accuracy rates 

are 99.50%, 62.53%, and 76.71%, respectively, when using K = 3, 5, 7, and 9.  
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Figure 4.34 The accuracy rate of sgFKNN4 on 10 standard datasets 

In addition, the experimental results show that the accuracy rates are dropped from 

sgFKNN1, sgFKNN2 and sgFKNN3 but still the same pattern when vary on K values.  

Nevertheless, we implemented the multi-prototypes on sgFKNN4. We set the number of 

prototypes on each dataset to about 1%, 5%, 10%, 15%, and 20% of the minimum 

number of images for each class. For ORL, Georgia Tech, FEI, JAFFE, Pain Expression, 

Senthilkumar, PICS and Yale datasets, the minimum number of images for each class are 

10, 15, 14, 19, 26, 16, 9 and 11, respectively; we set the number of prototypes to be 1, 2, 

3, 4 and 5. For MIT-CBCL dataset datasets, the minimum number of images for each 

class is 200; we set the number of prototypes to be 1, 10, 20, 30 and 40. We chose K 

value according to the highest accuracy rate on each dataset. For CMU_AMP dataset, 

the minimum number of images for each class is 75; we set the number of prototypes to 

be 1, 5, 10, 15 and 20. 
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Table 4.27 The experimental results from sgFKNN4 for face recognition datasets 

when using the different number of prototypes. 

Dataset Number of prototypes 1 2 3 4 5 
ORL K=1 86.20% 88.02% 89.89% 86.40% 85.63% 

 

K=2 86.20% 88.02% 89.89% 86.40% 85.63% 
K=3 88.47% 90.34% 92.26% 88.68% 87.89% 
K=4 86.51% 88.34% 90.22% 86.72% 85.94% 
K=5 87.34% 89.19% 91.08% 87.55% 86.77% 
K=6 86.51% 88.34% 90.22% 86.72% 85.94% 
K=7 87.34% 89.19% 91.08% 87.55% 86.77% 
K=8 86.51% 88.34% 90.22% 86.72% 85.94% 
K=9 87.34% 89.19% 91.08% 87.55% 86.77% 
K=10 86.51% 88.34% 90.22% 86.72% 85.94% 
K=C 87.34% 89.19% 91.08% 87.55% 86.77% 

MIT-CBCL Number of prototypes 1 10 20 30 40 

 

K=1 99.20% 99.20% 99.20% 98.50% 98.50% 
K=2 98.50% 98.50% 98.50% 97.81% 97.81% 
K=3 99.50% 99.50% 99.50% 98.80% 98.80% 
K=4 98.50% 98.50% 98.50% 97.81% 97.81% 
K=5 99.50% 99.50% 99.50% 98.80% 98.80% 
K=6 98.50% 98.50% 98.50% 97.81% 97.81% 
K=7 99.50% 99.50% 99.50% 98.80% 98.80% 
K=8 98.50% 98.50% 98.50% 97.81% 97.81% 
K=9 99.50% 99.50% 99.50% 98.80% 98.80% 

K=10 98.50% 98.50% 98.50% 97.81% 97.81% 
K=C 97.80% 97.80% 97.80% 97.11% 97.11% 

Georgia Tech Number of prototypes 1 2 3 4 5 

 

K=1 60.80% 61.35% 60.65% 60.07% 59.20% 
K=2 59.03% 59.57% 58.89% 58.32% 57.47% 
K=3 62.53% 63.10% 62.38% 61.78% 60.88% 
K=4 61.90% 62.46% 61.75% 61.16% 60.27% 
K=5 62.53% 63.10% 62.38% 61.78% 60.88% 
K=6 61.90% 62.46% 61.75% 61.16% 60.27% 
K=7 62.53% 63.10% 62.38% 61.78% 60.88% 
K=8 61.90% 62.46% 61.75% 61.16% 60.27% 
K=9 62.53% 63.10% 62.38% 61.78% 60.88% 

K=10 61.90% 62.46% 61.75% 61.16% 60.27% 
K=C 60.51% 61.06% 60.36% 59.78% 58.91% 
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Table 4.27 The experimental results from sgFKNN4 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 2 3 4 5 
FEI K=1 74.98% 74.81% 74.30% 74.12% 73.51% 

 

K=2 72.68% 72.52% 72.02% 71.85% 71.26% 
K=3 76.71% 76.54% 76.01% 75.83% 75.21% 
K=4 75.94% 75.77% 75.25% 75.07% 74.46% 
K=5 76.71% 76.54% 76.01% 75.83% 75.21% 
K=6 75.94% 75.77% 75.25% 75.07% 74.46% 
K=7 76.71% 76.54% 76.01% 75.83% 75.21% 
K=8 75.94% 75.77% 75.25% 75.07% 74.46% 
K=9 76.71% 76.54% 76.01% 75.83% 75.21% 

K=10 75.94% 75.77% 75.25% 75.07% 74.46% 
K=C 75.37% 75.20% 74.68% 74.51% 73.90% 

JAFFE Number of prototypes 1 2 3 4 5 

 

K=1 100% 100.00% 99.53% 98.64% 97.48% 
K=2 99.06% 99.06% 98.59% 97.71% 96.56% 
K=3 99.53% 99.53% 99.06% 98.18% 97.02% 
K=4 98.59% 98.59% 98.13% 97.25% 96.11% 
K=5 99.53% 99.53% 99.06% 98.18% 97.02% 
K=6 99.06% 99.06% 98.59% 97.71% 96.56% 
K=7 99.53% 99.53% 99.06% 98.18% 97.02% 
K=8 99.06% 99.06% 98.59% 97.71% 96.56% 
K=9 99.06% 99.06% 98.59% 97.71% 96.56% 
K=10 99.06% 99.06% 98.59% 97.71% 96.56% 
K=C 97.48% 97.48% 97.02% 96.15% 95.02% 

Pain Expression Number of prototypes 1 2 3 4 5 

 

K=1 72.87% 73.48% 74.09% 72.76% 72.28% 
K=2 71.39% 71.99% 72.59% 71.28% 70.81% 
K=3 73.56% 74.18% 74.79% 73.45% 72.96% 
K=4 72.82% 73.43% 74.04% 72.71% 72.23% 
K=5 73.56% 74.18% 74.79% 73.45% 72.96% 
K=6 72.82% 73.43% 74.04% 72.71% 72.23% 
K=7 73.56% 74.18% 74.79% 73.45% 72.96% 
K=8 72.82% 73.43% 74.04% 72.71% 72.23% 
K=9 73.56% 74.18% 74.79% 73.45% 72.96% 
K=10 72.82% 73.43% 74.04% 72.71% 72.23% 
K=C 73.56% 74.18% 74.79% 73.45% 72.96% 
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Table 4.27 The experimental results from sgFKNN4 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 2 3 4 5 
Senthilkumar K=1 96.25% 97.35% 97.78% 97.93% 95.44% 

 

K=2 90% 91.03% 91.43% 91.57% 89.24% 
K=3 90% 91.03% 91.43% 91.57% 89.24% 
K=4 88.75% 89.76% 90.16% 90.30% 88.00% 
K=5 90.25% 91.28% 91.68% 91.83% 89.49% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 90.25% 91.28% 91.68% 91.83% 89.49% 

PICS Number of prototypes 1 2 3 4 5 

 

K=1 73.40% 74.26% 73.37% 73.06% 72.94% 
K=2 72.76% 73.62% 72.73% 72.43% 72.31% 
K=3 74.15% 75.02% 74.12% 73.81% 73.69% 
K=4 73.40% 74.26% 73.37% 73.06% 72.94% 
K=5 74.15% 75.02% 74.12% 73.81% 73.69% 
K=6 73.40% 74.26% 73.37% 73.06% 72.94% 
K=7 74.15% 75.02% 74.12% 73.81% 73.69% 
K=8 73.40% 74.26% 73.37% 73.06% 72.94% 
K=9 74.15% 75.02% 74.12% 73.81% 73.69% 

K=10 73.40% 74.26% 73.37% 73.06% 72.94% 
K=C 74.15% 75.02% 74.12% 73.81% 73.69% 

Yale Number of prototypes 1 2 3 4 5 

 

K=1 71.99% 72.51% 72.90% 71.74% 71.18% 
K=2 71.99% 72.51% 72.90% 71.74% 71.18% 
K=3 70.88% 71.39% 71.77% 70.64% 70.08% 
K=4 70.06% 70.57% 70.94% 69.82% 69.27% 
K=5 73.03% 73.56% 73.95% 72.78% 72.21% 
K=6 71.21% 71.72% 72.11% 70.97% 70.41% 
K=7 73.03% 73.56% 73.95% 72.78% 72.21% 
K=8 71.21% 71.72% 72.11% 70.97% 70.41% 
K=9 73.03% 73.56% 73.95% 72.78% 72.21% 

K=10 71.21% 71.72% 72.11% 70.97% 70.41% 
K=C 70.88% 71.39% 71.77% 70.64% 70.08% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 
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Table 4.27 The experimental results from sgFKNN4 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 5 10 15 20 
CMU AMP K=1 75.55% 75.80% 76.01% 75.56% 74.73% 

 

K=2 74.52% 74.77% 74.98% 74.53% 73.71% 
K=3 76.57% 76.83% 77.04% 76.58% 75.74% 
K=4 75.80% 76.05% 76.26% 75.81% 74.98% 
K=5 76.57% 76.83% 77.04% 76.58% 75.74% 
K=6 75.80% 76.05% 76.26% 75.81% 74.98% 
K=7 76.57% 76.83% 77.04% 76.58% 75.74% 
K=8 75.80% 76.05% 76.26% 75.81% 74.98% 
K=9 76.57% 76.83% 77.04% 76.58% 75.74% 
K=10 75.80% 76.05% 76.26% 75.81% 74.98% 
K=C 76.57% 76.83% 77.04% 76.58% 75.74% 

From table 4.27, we found that the best accuracy rate on ORL, MIT-CBCL, Georgia Tech, 

FEI, JAFFE, Pain Expression, Senthilkumar, PICS, Yale and CMU AMP dataset are 

92.26%, 99.50%, 63.10%, 76.71%, 100.00%, 74.79%, 97.93%, 75.02%, 73.95% and 

77.04%, respectively. 

For above accuracy rates when using K = 3 and number of prototypes is 3 for ORL 

database, K = 3, 5, 7, 9 and number of prototypes are 1, 10, 20 for MIT-CBCL database, 

K = 3, 5, 7, 9 and number of prototypes is 2 for Georgia Tech database, K = 3, 5, 7, 9  

and number of prototypes is 1 for FEI database, K = 1 and number of prototypes are 1 

and 2 for JAFFE database, K = 3, 5, 7, 9, C and number of prototypes is 3 for Pain 

Expression database, K = 1 and number of prototype is 4 for Senthilkumar database, K = 

3, 5, 7, 9, C and number of prototypes is 2 for PICS database, K = 5, 7, 9 and number of 

prototypes is 3 for Yale database, K = 3, 5, 7, 9, C and number of prototype is 10 for 

Pain Expression database. 

The number of prototypes which provides the highest accuracy rate is about 5% to 15% 

of the number of samples in each class. However, if the number of prototypes is more 

than the optimal value, then accuracy will be dropped because some prototypes in one 

class may be outliers. 
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However, we found that the accuracy rate of some datasets will be drastically dropped. 

It is shown that the sgFKNN1 to sgFKNN3 can manage those datasets better than 

sgFKNN4. 

Table 4.28 The experimental results from sgFKNN5 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=C
 

ORL  95.73% 93.19% 98.25% 96.08% 97.00% 96.08% 97.00% 96.08% 97.00% 96.08% 97.00% 

MIT-

CBCL  

99.25% 98.65% 99.55% 98.65% 99.55% 98.65% 99.55% 98.65% 99.55% 98.65% 97.85% 

Georgia 

Tech 

67.16% 65.21% 69.07% 68.45% 69.07% 68.45% 69.07% 68.45% 69.07% 68.45% 66.84% 

FEI  
81.55% 79.04% 83.43% 82.68% 83.43% 82.68% 83.43% 82.68% 83.43% 82.68% 81.97% 

JAFFE  
100% 99.06% 99.53% 98.59% 99.53% 99.06% 99.53% 99.06% 99.06% 99.06% 97.48% 

Pain 

Expressi

on 

79.26% 77.65% 80.01% 79.29% 80.01% 79.29% 80.01% 79.29% 80.01% 79.29% 80.01% 

Senthilk

umar 

96.25% 90% 90% 88.75% 90% N/A N/A N/A N/A N/A 90% 

PICS 
79.84% 79.14% 80.65% 79.92% 80.65% 79.92% 80.65% 79.92% 80.65% 79.92% 80.65% 

Yale 
78.29% 78.29% 77.08% 76.39% 81.81% 79.39% 81.81% 79.39% 81.81% 79.39% 77.08% 

CMU 

AMP 

82.16% 81.04% 83.27% 82.52% 83.27% 82.52% 83.27% 82.52% 83.27% 82.52% 83.27% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

From the experimental results, we found that the best accuracy rate on ORL is 98.25% 

when using K = 3. For Pain Expression, PICS and CMU AMP database are 80.01%, 

80.65% and 83.27%, respectively, when using K = 3, 5, 7, 9 and min(nperclass)-1. For 
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MIT-CBCL, Georgia Tech and FEI databases the accuracy rates are 99.55%, 69.07%, 

and 83.43%, respectively, when using K = 3, 5, 7, and 9.  

 

Figure 4.35 The accuracy rate of sgFKNN5 on 10 standard datasets 

In addition, the experimental results show that the pattern of accuracy rate is similar to 

sgFKNN1 when vary on K values. The misclassifications from sgFKNN5 algorithm are 

similar to sgFKNN1 to sgFKNN4. It shows that if we use the same algorithm but using 

different datasets, the accuracy rates will be changed as well. Meanwhile, using the 

different algorithm and the same datasets, the accuracy rates will have same pattern of 

the change when varying on K values. If we use K=2 or even values, then the 

membership values will have an equal opportunity which make the accuracy rate 

dropped. Next, we found that the accuracy rate of some datasets will be drastically 

dropped. It is shown that the sgFKNN1 to sgFKNN3 can manage those datasets better 

than sgFKNN5.  Nevertheless, we implemented the multi-prototypes on sgFKNN5. We 
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set the number of prototypes on each dataset same with the multi-prototypes on 

sgFKNN4 as follows: 

Table 4.29 The experimental results from sgFKNN5 for face recognition datasets 

when using the different number of prototypes. 

Dataset Number of prototypes 1 2 3 4 5 
ORL K=1 95.73% 96.29% 96.42% 94.49% 93.64% 

 

K=2 93.19% 96.29% 96.42% 94.49% 93.64% 
K=3 98.25% 98.83% 98.96% 96.98% 96.11% 
K=4 96.08% 96.64% 96.77% 94.83% 93.98% 
K=5 97.00% 97.57% 97.70% 95.74% 94.88% 
K=6 96.08% 96.64% 96.77% 94.83% 93.98% 
K=7 97.00% 97.57% 97.70% 95.74% 94.88% 
K=8 96.08% 96.64% 96.77% 94.83% 93.98% 
K=9 97.00% 97.57% 97.70% 95.74% 94.88% 
K=10 96.08% 96.64% 96.77% 94.83% 93.98% 
K=C 97.00% 97.57% 97.70% 95.74% 94.88% 

MIT-CBCL Number of prototypes 1 10 20 30 40 

 

K=1 99.25% 99.25% 99.25% 98.55% 98.55% 
K=2 98.65% 98.65% 98.65% 97.96% 97.96% 
K=3 99.55% 99.55% 99.55% 98.85% 98.85% 
K=4 98.65% 98.65% 98.65% 97.96% 97.96% 
K=5 99.55% 99.55% 99.55% 98.85% 98.85% 
K=6 98.65% 98.65% 98.65% 97.96% 97.96% 
K=7 99.55% 99.55% 99.55% 98.85% 98.85% 
K=8 98.65% 98.65% 98.65% 97.96% 97.96% 
K=9 99.55% 99.55% 99.55% 98.85% 98.85% 

K=10 98.65% 98.65% 98.65% 97.96% 97.96% 
K=C 97.85% 97.85% 97.85% 97.16% 97.16% 

Georgia Tech Number of prototypes 1 2 3 4 5 

 

K=1 67.16% 67.77% 66.99% 66.35% 65.39% 
K=2 65.21% 65.80% 65.05% 64.43% 63.49% 
K=3 69.07% 69.70% 68.90% 68.24% 67.25% 
K=4 68.45% 69.07% 68.28% 67.63% 66.65% 
K=5 69.07% 69.70% 68.90% 68.24% 67.25% 
K=6 68.45% 69.07% 68.28% 67.63% 66.65% 
K=7 69.07% 69.70% 68.90% 68.24% 67.25% 
K=8 68.45% 69.07% 68.28% 67.63% 66.65% 
K=9 69.07% 69.70% 68.90% 68.24% 67.25% 

K=10 68.45% 69.07% 68.28% 67.63% 66.65% 
K=C 66.84% 67.45% 66.68% 66.04% 65.08% 

 

 



 

72 
 

Table 4.29 The experimental results from sgFKNN5 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 2 3 4 5 
FEI K=1 81.55% 81.37% 80.81% 80.61% 79.96% 

 

K=2 79.04% 78.88% 78.33% 78.14% 77.50% 
K=3 83.43% 83.25% 82.67% 82.47% 81.80% 
K=4 82.68% 82.41% 81.84% 81.64% 80.98% 
K=5 83.43% 83.25% 82.67% 82.47% 81.80% 
K=6 82.68% 82.41% 81.84% 81.64% 80.98% 
K=7 83.43% 83.25% 82.67% 82.47% 81.80% 
K=8 82.68% 82.41% 81.84% 81.64% 80.98% 
K=9 83.43% 83.25% 82.67% 82.47% 81.80% 

K=10 82.68% 82.41% 81.84% 81.64% 80.98% 
K=C 81.97% 81.80% 81.23% 81.03% 80.37% 

JAFFE Number of prototypes 1 2 3 4 5 

 

K=1 100% 100.00% 99.53% 98.64% 97.48% 
K=2 99.06% 99.06% 98.59% 97.71% 96.56% 
K=3 99.53% 99.53% 99.06% 98.18% 97.02% 
K=4 98.59% 98.59% 98.13% 97.25% 96.11% 
K=5 99.53% 99.53% 99.06% 98.18% 97.02% 
K=6 99.06% 99.06% 98.59% 97.71% 96.56% 
K=7 99.53% 99.53% 99.06% 98.18% 97.02% 
K=8 99.06% 99.06% 98.59% 97.71% 96.56% 
K=9 99.06% 99.06% 98.59% 97.71% 96.56% 
K=10 99.06% 99.06% 98.59% 97.71% 96.56% 
K=C 97.48% 97.48% 97.02% 96.15% 95.02% 

Pain Expression Number of prototypes 1 2 3 4 5 

 

K=1 79.26% 79.92% 80.59% 79.14% 78.62% 
K=2 77.65% 78.30% 78.95% 77.53% 77.02% 
K=3 80.01% 80.68% 81.35% 79.89% 79.36% 
K=4 79.29% 79.87% 80.53% 79.09% 78.56% 
K=5 80.01% 80.68% 81.35% 79.89% 79.36% 
K=6 79.29% 79.87% 80.53% 79.09% 78.56% 
K=7 80.01% 80.68% 81.35% 79.89% 79.36% 
K=8 79.29% 79.87% 80.53% 79.09% 78.56% 
K=9 80.01% 80.68% 81.35% 79.89% 79.36% 
K=10 79.29% 79.87% 80.53% 79.09% 78.56% 
K=C 80.01% 80.68% 81.35% 79.89% 79.36% 
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Table 4.29 The experimental results from sgFKNN5 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 2 3 4 5 
Senthilkumar K=1 96.25% 97.35% 97.78% 97.93% 95.44% 

 

K=2 90% 91.03% 91.43% 91.57% 89.24% 
K=3 90% 91.03% 91.43% 91.57% 89.24% 
K=4 88.75% 89.76% 90.16% 90.30% 88.00% 
K=5 90% 91.28% 91.68% 91.83% 89.49% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 90% 91.28% 91.68% 91.83% 89.49% 

PICS Number of prototypes 1 2 3 4 5 

 

K=1 79.84% 80.77% 79.80% 79.47% 79.34% 
K=2 79.14% 80.07% 79.11% 78.78% 78.65% 
K=3 80.65% 81.60% 80.62% 80.28% 80.15% 
K=4 79.92% 80.77% 79.80% 79.47% 79.34% 
K=5 80.65% 81.60% 80.62% 80.28% 80.15% 
K=6 79.92% 80.77% 79.80% 79.47% 79.34% 
K=7 80.65% 81.60% 80.62% 80.28% 80.15% 
K=8 79.92% 80.77% 79.80% 79.47% 79.34% 
K=9 80.65% 81.60% 80.62% 80.28% 80.15% 

K=10 79.92% 80.77% 79.80% 79.47% 79.34% 
K=C 80.65% 81.60% 80.62% 80.28% 80.15% 

Yale Number of prototypes 1 2 3 4 5 

 

K=1 78.29% 81.23% 81.66% 80.37% 79.74% 
K=2 78.29% 81.23% 81.66% 80.37% 79.74% 
K=3 77.08% 79.97% 80.40% 79.13% 78.51% 
K=4 76.39% 79.05% 79.47% 78.21% 77.60% 
K=5 81.81% 82.40% 82.84% 81.53% 80.89% 
K=6 79.39% 80.35% 80.78% 79.50% 78.87% 
K=7 81.81% 82.40% 82.84% 81.53% 80.89% 
K=8 79.39% 80.35% 80.78% 79.50% 78.87% 
K=9 81.81% 82.40% 82.84% 81.53% 80.89% 

K=10 79.39% 80.35% 80.78% 79.50% 78.87% 
K=C 77.08% 79.97% 80.40% 79.13% 78.51% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 

 

 



 

74 
 

Table 4.29 The experimental results from sgFKNN5 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 5 10 15 20 
CMU AMP K=1 82.16% 82.44% 82.66% 82.17% 81.27% 

 

K=2 81.04% 81.31% 81.54% 81.05% 80.16% 
K=3 83.27% 83.55% 83.78% 83.27% 82.37% 
K=4 82.52% 82.71% 82.94% 82.44% 81.54% 
K=5 83.27% 83.55% 83.78% 83.27% 82.37% 
K=6 82.52% 82.71% 82.94% 82.44% 81.54% 
K=7 83.27% 83.55% 83.78% 83.27% 82.37% 
K=8 82.52% 82.71% 82.94% 82.44% 81.54% 
K=9 83.27% 83.55% 83.78% 83.27% 82.37% 
K=10 82.52% 82.71% 82.94% 82.44% 81.54% 
K=C 83.27% 83.55% 83.78% 83.27% 82.37% 

The experiment results from sgFKNN5 for face recognition datasets when using the 

different number of prototypes. We found that the best accuracy rate on ORL, MIT-

CBCL, Georgia Tech, FEI, JAFFE, Pain Expression, Senthilkumar, PICS, Yale and CMU 

AMP dataset are 98.96%, 99.55%, 69.70%, 83.43%, 100.00%, 81.35%, 97.93%, 

81.60%, 82.84% and 83.78%, respectively. 

For above accuracy rates when using K = 3 and number of prototype is 3 for ORL 

database, K = 3, 5, 7, 9 and number of prototypes are 1, 10, 20 for MIT-CBCL database, 

K = 3, 5, 7, 9 and number of prototype is 2 for Georgia Tech database, K = 3, 5, 7, 9  and 

number of prototype is 1 for FEI database, K = 1 and number of prototypes are 1 and 2 

for JAFFE database, K = 3, 5, 7, 9, C and number of prototype is 3 for Pain Expression 

database, K = 1 and number of prototype is 4 for Senthilkumar database, K = 3, 5, 7, 9, C 

and number of prototype is 2 for PICS database, K = 5, 7, 9 and number of prototype is 

3 for Yale database, K = 3, 5, 7, 9, C and number of prototype is 10 for Pain Expression 

database. 

The number of prototypes which provides the highest accuracy rate is about 5% to 15% 

of the number of sample in each class. However, if the number of prototypes is more 

than the optimal value, then accuracy will be dropped because some prototypes in one 

class may be outliers. 

 



 

75 
 

Table 4.30 The experimental results from sgFKNN6 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=C
 

ORL  
95.73% 93.19% 98.25% 96.08% 97.00% 96.08% 97.00% 96.08% 97.00% 96.08% 97.00% 

MIT-

CBCL  

99.20% 98.70% 99.50% 98.70% 99.50% 98.70% 99.50% 98.70% 99.50% 98.70% 97.80% 

Georgia 

Tech 

65.08% 63.19% 66.93% 66.39% 66.93% 66.39% 66.93% 66.39% 66.93% 66.39% 64.77% 

FEI  
80.57% 78.09% 82.43% 81.77% 82.43% 81.77% 82.43% 81.77% 82.43% 81.77% 80.99% 

JAFFE  
100% 99.06% 99.53% 98.59% 99.53% 99.06% 99.53% 99.06% 99.06% 99.06% 97.48% 

Pain 

Expressi

on 

78.31% 76.71% 79.05% 78.41% 79.05% 78.41% 79.05% 78.41% 79.05% 78.41% 79.05% 

Senthilk

umar 

96.25% 90% 90% 88.75% 90% N/A N/A N/A N/A N/A 90% 

PICS 
78.89% 78.20% 79.69% 79.05% 79.69% 79.05% 79.69% 79.05% 79.69% 79.05% 79.69% 

Yale 
77.36% 77.36% 76.16% 75.47% 80.60% 79.39% 80.60% 79.39% 80.60% 79.39% 76.16% 

CMU 

AMP 

81.19% 80.07% 82.28% 81.62% 82.28% 81.62% 82.28% 81.62% 82.28% 81.62% 82.28% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

From the experimental results, we found that the best accuracy rate on ORL is 98.25% 

when using K = 3. For Pain Expression, PICS and CMU AMP database the accuracy 

rates are 79.05%, 79.69% and 82.28%, respectively, when using K = 3, 5, 7, 9 and 

min(nperclass)-1. For MIT-CBCL, Georgia Tech and FEI databases the accuracy rates 

are 99.50%, 66.93%, and 82.43%, respectively, when using K = 3, 5, 7, and 9.  
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Figure 4.36 The accuracy rate of sgFKNN6 on 10 standard datasets 

In addition, the experimental results show that the pattern of accuracy rate is similar to 

sgFKNN1 when vary on K values. The misclassifications from sgFKNN6 algorithm are 

similar to sgFKNN5. It shows that if we use the same algorithm but different datasets, 

the accuracy rates will be also changed.  Meanwhile, using the different algorithms and 

the same datasets, the accuracy rates will have the same patterns when varying on K 

values. If we use K=2 or even values, then the membership values will have an equal 

opportunity which make the accuracy rate dropped. For instance, in Georgia Tech 

dataset when K=1, accuracy rate is about 65%, K=2 accuracy rate is about 63%, K=3 

accuracy rate is about 67%, K=4 accuracy rate is about 66% etc.  

Therefore, we found that the accuracy rate of some datasets will be drastically dropped. 

It is shown that the sgFKNN1 to sgFKNN3 can manage those datasets better than 

sgFKNN6. Nevertheless, we implemented the multi-prototypes on sgFKNN6. We set 
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the number of prototypes on each dataset the same values as the multi-prototypes on 

sgFKNN4 as follows: 

Table 4.31 The experimental results from sgFKNN6 for face recognition datasets 

when using the different number of prototypes. 

Dataset Number of prototypes 1 2 3 4 5 
ORL K=1 95.73% 96.29% 96.42% 94.49% 93.64% 

 

K=2 93.19% 96.29% 96.42% 94.49% 93.64% 
K=3 98.25% 98.83% 98.96% 96.98% 96.11% 
K=4 96.08% 96.64% 96.77% 94.83% 93.98% 
K=5 97.00% 97.57% 97.70% 95.74% 94.88% 
K=6 96.08% 96.64% 96.77% 94.83% 93.98% 
K=7 97.00% 97.57% 97.70% 95.74% 94.88% 
K=8 96.08% 96.64% 96.77% 94.83% 93.98% 
K=9 97.00% 97.57% 97.70% 95.74% 94.88% 
K=10 96.08% 96.64% 96.77% 94.83% 93.98% 
K=C 97.00% 97.57% 97.70% 95.74% 94.88% 

MIT-CBCL Number of prototypes 1 10 20 30 40 

 

K=1 99.20% 99.20% 99.20% 98.50% 98.50% 
K=2 98.70% 98.70% 98.70% 98.01% 98.01% 
K=3 99.50% 99.50% 99.50% 98.80% 98.80% 
K=4 98.70% 98.70% 98.70% 98.01% 98.01% 
K=5 99.50% 99.50% 99.50% 98.80% 98.80% 
K=6 98.70% 98.70% 98.70% 98.01% 98.01% 
K=7 99.50% 99.50% 99.50% 98.80% 98.80% 
K=8 98.70% 98.70% 98.70% 98.01% 98.01% 
K=9 99.50% 99.50% 99.50% 98.80% 98.80% 

K=10 98.70% 98.70% 98.70% 98.01% 98.01% 
K=C 97.80% 97.80% 97.80% 97.11% 97.11% 

Georgia Tech Number of prototypes 1 2 3 4 5 

 

K=1 65.08% 65.67% 64.92% 64.30% 63.36% 
K=2 63.19% 63.77% 63.04% 62.43% 61.52% 
K=3 66.93% 67.54% 66.77% 66.13% 65.16% 
K=4 66.39% 67.00% 66.23% 65.60% 64.63% 
K=5 66.93% 67.54% 66.77% 66.13% 65.16% 
K=6 66.39% 67.00% 66.23% 65.60% 64.63% 
K=7 66.93% 67.54% 66.77% 66.13% 65.16% 
K=8 66.39% 67.00% 66.23% 65.60% 64.63% 
K=9 66.93% 67.54% 66.77% 66.13% 65.16% 

K=10 66.39% 67.00% 66.23% 65.60% 64.63% 
K=C 64.77% 65.36% 64.62% 64.00% 63.06% 
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Table 4.31 The experimental results from sgFKNN6 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 2 3 4 5 
FEI K=1 80.57% 80.40% 79.84% 79.64% 79.00% 

 

K=2 78.09% 77.93% 77.39% 77.20% 76.57% 
K=3 82.43% 82.25% 81.68% 81.48% 80.82% 
K=4 81.77% 81.42% 80.86% 80.66% 80.01% 
K=5 82.43% 82.25% 81.68% 81.48% 80.82% 
K=6 81.77% 81.42% 80.86% 80.66% 80.01% 
K=7 82.43% 82.25% 81.68% 81.48% 80.82% 
K=8 81.77% 81.42% 80.86% 80.66% 80.01% 
K=9 82.43% 82.25% 81.68% 81.48% 80.82% 

K=10 81.77% 81.42% 80.86% 80.66% 80.01% 
K=C 80.99% 80.81% 80.25% 80.06% 79.41% 

JAFFE Number of prototypes 1 2 3 4 5 

 

K=1 100% 100.00% 99.53% 98.64% 97.48% 
K=2 99.06% 99.06% 98.59% 97.71% 96.56% 
K=3 99.53% 99.53% 99.06% 98.18% 97.02% 
K=4 98.59% 98.59% 98.13% 97.25% 96.11% 
K=5 99.53% 99.53% 99.06% 98.18% 97.02% 
K=6 99.06% 99.06% 98.59% 97.71% 96.56% 
K=7 99.53% 99.53% 99.06% 98.18% 97.02% 
K=8 99.06% 99.06% 98.59% 97.71% 96.56% 
K=9 99.06% 99.06% 98.59% 97.71% 96.56% 
K=10 99.06% 99.06% 98.59% 97.71% 96.56% 
K=C 97.48% 97.48% 97.02% 96.15% 95.02% 

Pain Expression Number of prototypes 1 2 3 4 5 

 

K=1 78.31% 78.97% 79.62% 78.19% 77.67% 
K=2 76.71% 77.37% 78.00% 76.60% 76.10% 
K=3 79.05% 79.72% 80.37% 78.93% 78.41% 
K=4 78.41% 78.92% 79.56% 78.14% 77.62% 
K=5 79.05% 79.72% 80.37% 78.93% 78.41% 
K=6 78.41% 78.92% 79.56% 78.14% 77.62% 
K=7 79.05% 79.72% 80.37% 78.93% 78.41% 
K=8 78.41% 78.92% 79.56% 78.14% 77.62% 
K=9 79.05% 79.72% 80.37% 78.93% 78.41% 
K=10 78.41% 78.92% 79.56% 78.14% 77.62% 
K=C 79.05% 79.72% 80.37% 78.93% 78.41% 
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Table 4.31 The experimental results from sgFKNN6 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 2 3 4 5 
Senthilkumar K=1 96.25% 97.35% 97.78% 97.93% 95.44% 

 

K=2 90% 91.03% 91.43% 91.57% 89.24% 
K=3 90% 91.03% 91.43% 91.57% 89.24% 
K=4 88.75% 89.76% 90.16% 90.30% 88.00% 
K=5 90% 91.28% 91.68% 91.83% 89.49% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 90% 91.28% 91.68% 91.83% 89.49% 

PICS Number of prototypes 1 2 3 4 5 

 

K=1 78.89% 79.81% 78.85% 78.52% 78.40% 
K=2 78.20% 79.12% 78.17% 77.83% 77.72% 
K=3 79.69% 80.63% 79.66% 79.32% 79.20% 
K=4 79.05% 79.81% 78.85% 78.52% 78.40% 
K=5 79.69% 80.63% 79.66% 79.32% 79.20% 
K=6 79.05% 79.81% 78.85% 78.52% 78.40% 
K=7 79.69% 80.63% 79.66% 79.32% 79.20% 
K=8 79.05% 79.81% 78.85% 78.52% 78.40% 
K=9 79.69% 80.63% 79.66% 79.32% 79.20% 

K=10 79.05% 79.81% 78.85% 78.52% 78.40% 
K=C 79.69% 80.63% 79.66% 79.32% 79.20% 

Yale Number of prototypes 1 2 3 4 5 

 

K=1 77.36% 80.02% 80.46% 79.18% 78.57% 
K=2 77.36% 80.02% 80.46% 79.18% 78.57% 
K=3 76.16% 78.79% 79.22% 77.96% 77.35% 
K=4 75.47% 77.88% 78.30% 77.05% 76.46% 
K=5 80.60% 81.18% 81.62% 80.32% 79.70% 
K=6 79.39% 79.16% 79.59% 78.32% 77.71% 
K=7 80.60% 81.18% 81.62% 80.32% 79.70% 
K=8 79.39% 79.16% 79.59% 78.32% 77.71% 
K=9 80.60% 81.18% 81.62% 80.32% 79.70% 

K=10 79.39% 79.16% 79.59% 78.32% 77.71% 
K=C 76.16% 78.79% 79.22% 77.96% 77.35% 

Note. We have N/A in some results because the dataset has number of classes less than 
number of K. 
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Table 4.31 The experimental results from sgFKNN6 for face recognition datasets 

when using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 5 10 15 20 
CMU AMP K=1 81.19% 81.46% 81.69% 81.19% 80.31% 

 

K=2 80.07% 80.35% 80.57% 80.09% 79.21% 
K=3 82.28% 82.56% 82.79% 82.29% 81.39% 
K=4 81.62% 81.73% 81.96% 81.46% 80.57% 
K=5 82.28% 82.56% 82.79% 82.29% 81.39% 
K=6 81.62% 81.73% 81.96% 81.46% 80.57% 
K=7 82.28% 82.56% 82.79% 82.29% 81.39% 
K=8 81.62% 81.73% 81.96% 81.46% 80.57% 
K=9 82.28% 82.56% 82.79% 82.29% 81.39% 
K=10 81.62% 81.73% 81.96% 81.46% 80.57% 
K=C 82.28% 82.56% 82.79% 82.29% 81.39% 

The experiment results from sgFKNN6 for face recognition datasets when using the 

different number of prototypes. We found that the best accuracy rate on ORL, MIT-

CBCL, Georgia Tech, FEI, JAFFE, Pain Expression, Senthilkumar, PICS, Yale and CMU 

AMP dataset are 98.96%, 99.55%, 67.54%, 82.43%, 100.00%, 80.37%, 97.93%, 

80.63%, 81.62% and 82.79%, respectively. 

For above accuracy rates when using K = 3 and number of prototype is 3 for ORL 

database, K = 3, 5, 7, 9 and number of prototypes are 1, 10, 20 for MIT-CBCL database, 

K = 3, 5, 7, 9 and number of prototype is 2 for Georgia Tech database, K = 3, 5, 7, 9  and 

number of prototype is 1 for FEI database, K = 1 and number of prototypes are 1 and 2 

for JAFFE database, K = 3, 5, 7, 9, C and number of prototype is 3 for Pain Expression 

database, K = 1 and number of prototype is 4 for Senthilkumar database, K = 3, 5, 7, 9, C 

and number of prototype is 2 for PICS database, K = 5, 7, 9 and number of prototype is 

3 for Yale database, K = 3, 5, 7, 9, C and number of prototype is 10 for Pain Expression 

database. 

The number of prototypes which provides the highest accuracy rate is about 5% to 15% 

of the number of sample in each class. However, if the number of prototypes is more 

than the optimal value, then accuracy will be dropped because some prototypes in one 

class may be outliers. 



 

81 
 

From the multi-prototype experiments, we found that the number of prototypes which 

provides the highest accuracy rate should be the optimal value. However, if the number 

of prototypes is more than the optimal value, then accuracy will be dropped because 

some prototypes in one class may be outliers.  

Table 4.32 The experimental results from sgFKNN7 for face recognition datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

ORL 
94.74% 94.74% 97.24% 95.09% 96.00% 95.09% 96.00% 95.09% 96.00% 95.09% 96.00% 

MIT-

CBCL 

99.45% 99.45% 99.75% 99.45% 99.75% 99.45% 99.75% 99.45% 99.75% 99.45% 98.05% 

Georgia 

Tech 

73.51% 73.51% 75.60% 75.37% 75.60% 75.37% 75.60% 75.37% 75.60% 75.37% 73.16% 

FEI 
84.34% 84.34% 86.29% 86.03% 86.29% 86.03% 86.29% 86.03% 86.29% 86.03% 84.78% 

JAFFE 
100% 100% 99.53% 98.59% 100% 99.06% 99.53% 99.53% 99.53% 99.53% 97.48% 

Pain 

Expressi

on 

81.98% 81.98% 82.75% 82.50% 82.75% 82.50% 82.75% 82.50% 82.75% 82.50% 82.75% 

Senthilk

umar 

96.25% 93.75% 91.25% 90% 92.50% 91.25% 91.25% 90% 91.25% 90% 90% 

PICS 
82.57% 82.57% 83.41% 83.16% 83.41% 83.16% 83.41% 83.16% 83.41% 83.16% 83.41% 

Yale 
80.98% 80.98% 79.73% 78.92% 83.63% 82.82% 83.63% 82.82% 83.63% 82.82% 79.73% 

CMU 

AMP 

84.98% 84.98% 86.13% 85.87% 86.13% 85.87% 86.13% 85.87% 86.13% 85.87% 86.13% 

From the experimental results, we found that the best accuracy rate on ORL is 97.24% 

when using K = 3. For Pain Expression, PICS and CMU AMP database are 82.75%, 

83.41% and 86.13%, respectively, when using K = 3, 5, 7, 9 and min(nperclass)-1. For 
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MIT-CBCL, Georgia Tech and FEI databases the accuracy rates are 99.75%, 75.60%, 

and 86.29%, respectively, when using K = 3, 5, 7, and 9.  

 

Figure 4.37 The accuracy rate of sgFKNN7 on 10 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has the same pattern when vary on K values but a little bit less than those of 

sgFKNN1. The misclassifications from sgFKNN7 algorithm are similar to sgFKNN1, 

sgFKNN2 and sgFKNN3. It shows that if we use the same algorithm but using different 

datasets, the accuracy rates will be changed as well. Meanwhile, using the different 

algorithm and the same datasets, the accuracy rates will have same pattern of the change 

when varying on K values. If we use K=2 or even values, then the membership values 

will have an equal opportunity which make the accuracy rate dropped. 
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From the above experimental results from sgFKNN1 to sgFKNN7, we found that the 

accuracy rate in sgFKNN1 is higher than the other algorithms. Moreover, it produces 

the best accuracy rate in most of the datasets when the K values are 3, 5, 7, 9, and 

min(nperclass)-1, and the K value is 1 for minority dataset whose reasons can be shown 

as follows: 

1. If the dataset with high within-classes variation and low between-classes variation, 

K=1 should be appropriate as shown in figure 4.26. 

2. If the dataset has high between-classes variation, then we receive the highest 

accuracy rate. The K values should be 3, 5, 7, 9, or min(nperclass)-1 as shown in 

figure 4.24. 

3. If the number of data samples in each class is not large, then the K = 

min(nperclass)-1 may not be appropriate.  

4. We suggest K should be an odd number to prevent prediction of two equal 

membership values. 

5. If we cannot guarantee condition in 1 and 2. We need to find the optimal K 

empirically. 
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Nevertheless, the comparison of accuracy rates among 7 sgFKNN algorithms on face 

recognition against the others is shown in table 4.33.  

Table 4.33 The comparison of accuracy rates between our algorithm of face recognition 

on 7 sgFKNNs with the other’s. 

Dataset 

sgFK
N

N
1 

sgFK
N

N
2 

sgFK
N

N
3 

sgFK
N

N
4 

sgFK
N

N
5 

sgFK
N

N
6 

sgFK
N

N
7 

The other‘s 

ORL  99.25% 97.24% 99.00% 88.47% 98.25% 98.25% 97.24% 98% [49] 

MIT-CBCL  100.00% 99.75% 99.75% 99.50% 99.55% 99.50% 99.75% 92.7% [46] 

Georgia Tech 79.57% 75.60% 75.60% 62.53% 69.07% 66.93% 75.60% 96.6% [50] 

FEI  93.85% 90.85% 86.29% 76.71% 83.43% 82.43% 86.29% 96% [51] 

JAFFE  100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 99.43%[52] 

Pain Expression 90.00% 77.72% 82.75% 73.56% 80.01% 79.05% 82.75% N/A 

Senthilkumar 96.25% 96.25% 96.25% 96.25% 96.25% 96.25% 96.25% 83.33%[53] 

PICS 95.23% 87.98% 83.41% 74.15% 80.65% 79.69% 83.41% N/A 

Yale 96.98% 85.73% 82.42% 83.03% 81.81% 80.60% 83.63% 86.67%[54] 

CMU AMP 100.00% 98.15% 86.13% 76.57% 83.27% 82.28% 86.13% 90.5%[55] 

A string grammar fuzzy K-nearest neighbor (sgFKNN) was developed by adjusting the 

membership value in [8] and [24] and incorporating them into the string grammar K-

nearest neighbor. Specifically, the assignment to the test string image to the class can be 

done by calculating the maximum membership value among the K-nearest neighbor 

strings.  The 7 sgFKNNs were then applied in the face recognition system. Even though 

we used 1600 symbols in ORL and Yale databases and used 100 symbols for the rest. 

The results are better than the other previous works on ORL, MIT-CBCL, JAFFE, 

Senthilkumar, Yale and CMU AMP, and are able to compare to the previous works on 

FEI. However, the results are worse than that from a previous work on Georgia Tech 



 

85 
 

database. The reason is possibly that the faces from the dataset of Georgia Tech were 

captured at different scales and the proposed algorithm was not much expected to be 

invariant to scaling. The Levenshtein distance could cause some problems which the 

transformation of the strings used in the calculation of the Levenshtein distance might 

create a small distance between strings that are actually far apart in the normal sense. 

This could occur from two different faces with two similar strings. However, it can be 

suspicious that increasing number of subimages (symbols) could help in this case.  

From all experiment, sgFKNN1 to sgFKNN7 are able to compare and better than the 

previous algorithms in some datasets. However, worse results than the previous 

methods in some datasets can be seen from the sgFKNN1 to sgFKNN7, because the 

algorithm’s nature is needed to be improved in the future. 

4.3.2 Facial expression recognition experiment result 

This section demonstrates application of string grammar fuzzy K-nearest neighbor 

to the facial expression recognition. 

We describe 5 public standard databases in “Facial expression recognition using 

string grammar fuzzy K-nearest neighbor” as follows: 

1. JAFFE  

Japanese Female Facial Expression (JAFFE) database consists of 213 images 

of Japanese female facial expressions, where each image corresponds to one 

of the seven categories of expression, i.e., anger, disgust, fear, happiness, 

neutral, sadness, and surprise.  
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Figure 4.38 Examples of each class in JAFFE Database. 

2. Yale  

The Yale database contains 165 gray scale images in GIF format from 15 

individuals. There are 11 images per subject, one per different facial 

expression or configuration, i.e., center-light, with glasses, happy, left-light, 

without glasses, normal, right-light, sad, sleepy, surprised, and wink. There are 

3 categories of illumination, i.e., center-light, left-light, and right-light. The 

facial expression part is divided into 6 expressions, i.e., neutral, happiness, 

sadness, sleepiness, surprise, and wink. There are 88 images in this part. Since 

in this paper, we are only interested in facial expression, we use only these 88 

facial expression images for this dataset 
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Figure 4.39 Examples of each class in Yale Database. 

3. CMU AMP  

CMU AMP database, there are 13 subjects in the database, each with 75 

images, and all of the face images are collected in the same lighting condition, 

allowing only human expression changes. There are 5 facial expressions in 

this dataset, i.e., happy, normal, wink, surprise, and disgust. 

 

Figure 4.40 Examples of each class in CMU AMP Database. 

 

 

4. CK+ [56] 

Cohn-Kanade (CK) has 593 VDOs sequences across 123 subjects. It consists 

of 8 categories of facial expressions: 1=anger, 2=contempt, 3=disgust, 4=fear, 

5=happy, 6=sadness, 7=surprise, and 8=neutral. Next, CK+ has 327 VDOs 

sequences. Finally, UNBC-McMaster Shoulder Pain Expression 

Archive Database has 200 sequences across 25 subjects. The spontaneous 

expressions of pain from patients with shoulder problems are shown in the 

image sequences. 
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Figure 4.41 Examples of each class in CK Database. 

5. UNBC [57] 

UNBC-McMaster Shoulder Pain Expression Archive Database has 200 

sequences across 25 subjects for spontaneous expressions of pain from 

patients with shoulder problems. However, we want to test this database 

because we want to check the Glasgow coma scale (GCS) for facial 

expression of the patients consists of 5 categories, including 1=neutral, 

2=happy, 3=wink, 4=mild pain, and 5=pain as shown in figure 4.50. For each 

category, we selected three clearly seen images per one person in each class 

which were used as the representatives of the database. This is performed 

since, for each class, a sequence of images consists of facial expression from 

normal to pain emotion classes.  
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Figure 4.42 Example of each class in UNBC Database. 

Furthermore, we also developed facial expression recognition based on sgFKNN1 

to sgFKNN7 on 5 facial expression recognition datasets which are JAFFE (1600 

symbols), Yale (1600 symbols), CMU_AMP (1600 symbols), CK+ (327 VDOs) 

(1600 symbols) and UNBC-McMaster Shoulder Pain Expression 

Archive Database (100 symbols). 

From table 4.37 and 4.39 to 4.45, we show the experimental results from 

sgFKNN1, sgFKNN2, sgFKNN3, and sgFKNN7 on 5 facial expression 

recognition datasets when using the K values from 1 to 10 and the minimum 

number of images for each person minus 1. 

Moreover, we show the experimental results from sgFKNN4, sgFKNN5, and 

sgFKNN6 on 5 facial expression recognition datasets when using the K values 

from 1 to C. JAFFE has 7 classes, while Yale has 6 classes, CMU AMP has 5 

classes, CK+ has 8 classes, and UNBC has 5 classes. 
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Table 4.34 The experimental results from sgFKNN1 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

JAFFE 88.77% 88.77% 89.85% 87.49% 84.21% 82.00% 100% 97.37% 89.67% 87.31% 89.67% 

YALE  61.06% 61.06% 61.80% 60.78% 64.57% 63.51% 74.08% 72.85% 69.39% 68.24% 61.80% 

CMU_A
MP  

95.66% 95.66% 96.82% 96.82% 97.93% 97.93% 97.93% 97.93% 96.82% 96.82% 96.82% 

CK+ 
(327 

VDOs) 
98.79% 98.79% 100% 98.37% 93.14% 91.63% 96.14% 94.57% 96.14% 94.57% 96.14% 

UNBC  100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

 

Figure 4.43 Graph of the experimental results from sgFKNN1 for facial 
expression recognition datasets. 

The sgFKNN1 has the best accuracy rate when K = 7 for JAFFE database and 

Yale database, K = 5, 6, 7, 8 for CMU AMP database, K = 3 for CK+ database 

and 100% in each K on UNBC database. In JAFFE and YALE database, where 
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the accuracy rate is less when starting from K = 1 and increasing for K = 3, 5, and 

so on until the accuracy reaches the peak and later decreases.  

Moreover, the system provided the accuracy rates when using K = 1, 3, 5, 7, 9 

greater or equal to K = 2, 4, 6, 8, and 10, respectively. 

Table 4.35 shows the results of the indirect comparison from the Neural-

AdaBoost algorithm [58] and the multiple Gabor filter with SR and SVM 

algorithm [59]. It can be seen that the correct classification rates from [58] and 

[59] are 96.81% and 89.28%, respectively. Our algorithm is better than the 

algorithm in [59] but the algorithm in [58] is far better than our algorithm. The 

reason could be that the algorithm in [58] cropped the whole image into a 

subimage containing only face area; meanwhile our algorithm does not require 

such a process. 

Table 4.35 Indirect comparison of the results from the JAFFE Database. 

Method 

A
nger 

D
isgust 

Fear 

H
appiness 

N
eutral 

Sadness 

Surprise 

A
verage 

Multiple Gabor filter & SR + 
SVM [59] 

90% 95% 80% 90% 90% 80% 100% 89.28% 

Neural-AdaBoost [58] 96.10% 99.99% 96.08% 99.72% 92.23% 93.9% 99.87% 96.81% 

Our Method 86.67% 89.66% 90.63% 90.32% 90% 83.87% 96.67% 89.67% 
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Table 4.36 Confusion matrix of six expression classes of sgFKNN1 in the YALE 

Database. 

  
Program output 

 

Expression 

H
appy  

N
orm

al 

Sad 

Sleepy 

Surprise 

W
ink 

Desired 
output 

Happy 11 1 0 0 0 1 

Normal 1 10 1 2 0 1 

Sad 2 2 8 2 1 1 

Sleepy 0 3 1 8 0 2 

Surprise 1 1 1 0 12 0 

Wink 3 3 0 3 0 6 
 

Table 4.37 Indirect comparison of the results from the Yale Database. 

Method Normal Sad Happy Surprise Average 

Neural-
AdaBoost 

[58] 

86.16% 86.79% 97.60% 98.33% 91.52% 

Our 
algorithm 

83.33% 61.54% 91.67% 80.00% 78.85% 

 

Table 4.37 shows the indirect comparison between our results with that from the 

algorithm in [58]. Because the algorithm in [58] only implemented for the dataset 

in 4 classes, i.e., normal, sad, happy, and surprise, we solely compare our results 

from these 4 classes. It can be seen that the neural-AdaBoost [58] produced 

around 96.81% classification rate, while our algorithm produced 89.67%. Even 
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though, our algorithm does not produce accuracy as high as that from [58], we do 

not crop any image in advance. 

Regarding to the indirect comparison, the system found that our results are 

comparable with the existing algorithms, though we do not crop the image in 

advance, whereas most of the existing algorithms do. It is clear that our algorithm 

provides a good result if there is only a face area in the image. 

Table 4.38 Confusion matrix of six expression classes of sgFKNN1 in the CMU 

AMP Database. 

  
Program output 

Expression Happy Normal Wink Surprise Disgust 

Desired 
output 

Happy 193 2 1 1 0 

Normal 2 277 3 1 1 

Wink 1 9 172 1 1 

Surprise 0 3 1 172 0 

Disgust 0 1 3 1 129 
 

Table 4.39 Indirect comparison of the results from the CMU AMP Database. 

Method Happy Disgust Surprise Average 

Nonlinear 
decomposable 

generative model 
[60] 

≈95% ≈98% 100% N/A 

Our algorithm 99.48% 99.23% 100% 99.60% 

 

The indirect comparison between our result and the nonlinear decomposable 

generative model [60] is shown in table 4.39. From this case, the results from [60] 
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are from 9 persons with only 3 face expressions, i.e., happy, disgust, and surprise. 

Only these face expression classes for comparison are considered. Since the 9 

persons used in [60] are unknown to us, we report the result from our algorithm 

implemented on all 13 persons. However, our algorithm gives a better correct 

classification than the method in [60]. 

Nevertheless, we implemented sgFKNN1 on more datasets. For example, CK 

dataset, CK+ dataset and UNBC-McMaster Shoulder Pain Expression 

Archive Database.  

Table 4.40 Confusion matrix in 8 facial expressions of CK database when using 

1600 symbols using sgFKNN1 and K=1. 

  

 Program output 

 

Expression A
ng

er
 

C
on

te
m

pt
 

D
is

gu
st

 

fe
ar

 

H
ap

py
 

Sa
dn

es
s 

Su
rp

ris
e 

N
eu

tra
l 

Desired output 

Anger 145 1 0 0 1 1 0 2 

Contempt 2 179 1 0 1 1 0 5 

Disgust 0 2 173 0 0 0 0 2 

fear 1 0 0 166 0 0 0 1 

Happy 1 2 1 2 252 0 0 3 

Sadness 0 2 0 0 1 170 1 3 

Surprise 0 1 0 2 1 0 297 2 

Neutral 3 4 2 3 3 5 3 346 
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Table 4.41 Confusion matrix percentage of 8 expression classes of sgFKNN1 in 

CK Database. 

  

 Program output 

 

Expression A
ng

er
 

C
on

te
m

pt
 

D
is

gu
st

 

fe
ar

 

H
ap

py
 

Sa
dn

es
s 

Su
rp

ris
e 

N
eu

tra
l 

Desired output 

Anger 96.67% 0.67% 0% 0% 0.67% 0.67% 0% 1.33% 

Contempt 1.06% 94.71% 0.53% 0% 0.53% 0.53% 0% 2.65% 

Disgust 0% 1.13% 97.74% 0% 0% 0% 0% 1.13% 

fear 0.6% 0% 0% 98.81% 0% 0% 0% 0.6% 

Happy 0.38% 0.77% 0.38% 0.77% 96.55% 0% 0% 1.15% 

Sadness 0% 1.13% 0% 0% 0.56% 96.05% 0.56% 1.69% 

Surprise 0% 0.33% 0% 0.66% 0.33% 0% 98.02% 0.66% 

Neutral 0.81% 1.08% 0.54% 0.81% 0.81% 1.36% 0.81% 93.77% 
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Table 4.42 Confusion matrix in 5 facial expressions of UNBC database when 

using 100 symbols and K=1. 

 
 

Program output 

Expression 

N
eu

tra
l 

H
ap

py
 

W
in

k 

M
ild

 p
ai

n 

Pa
in

 

Desired 
output 

Neutral 75 0 0 0 0 

Happy 0 30 0 0 0 

Wink 0 0 54 0 0 

Mild pain 0 0 0 12 0 

Pain 0 0 0 0 24 

 

Table 4.43 Confusion matrix percentage of 5 expression classes of sgFKNN1 in 

UNBC database. 

 
 

Program output 

Expression 

N
eu

tra
l 

H
ap

py
 

W
in

k 

M
ild

 p
ai

n 

Pa
in

 

Desired 
output 

Neutral 100% 0% 0% 0% 0% 

Happy 0% 100% 0% 0% 0% 

Wink 0% 0% 100% 0% 0% 

Mild pain 0% 0% 0% 100% 0% 

Pain 0% 0% 0% 0% 100% 
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Table 4.44 Confusion matrix of seven expression classes of sgFKNN1 in the 

JAFFE Database. 

  
Program output 

 

Expression 

A
nger 

D
isgust 

Fear 

H
appiness 

N
eutral 

Sadness 

Surprise 

Desired output 

Anger 26 2 0 0 1 1 0 

Disgust 2 26 1 0 0 0 0 

Fear 0 1 29 0 0 0 2 

Happiness 0 0 0 28 2 0 1 

Neutral 1 0 0 0 27 0 2 

Sadness 1 1 0 0 2 26 1 

Surprise 0 0 0 0 0 1 29 

 

Table 4.44 shows the result in term of confusion matrix from the JAFFE dataset. 

The misclassification might be the reason that one facial expression class from 

some subjects is almost similar to the other class. For instance, figure 4.55 to 4.57 

show the membership value of subject number 6 in anger, disgust, fear, happiness, 

neutral, sadness, and surprise classes (all 28 nearest neighbors as shown in figure 

4.56) are 0.118, 0.179, 0.128, 0.134, 0.170, 0.142, and 0.128, respectively. When 

the desired class is anger, the decision from the algorithm is disgust. It can be seen 

from the face of subject 6 and all 28 nearest neighbors that this face is very similar 

to neutral or disgust emotion. Therefore, the membership values of this subject to 

these 2 classes are higher than the other classes. 
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Figure 4.44 Subject number 6 who is misclassified into disgust class. 

 

 

Figure 4.45 28-nearest neighbor of face expression in figure 4.44. 

 

Figure 4.46 The membership values when using K=28 on JAFFE database. 

Nevertheless, figure 4.47 shows that the membership values decrease when the K 

values increase. 
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The result from the Yale dataset shows that the misclassification reason could be 

that the HoG was utilized in the string generation process. The HoG could create a 

string from one emotion that is similar to the other emotions because of 

background or a person’s shadow in the background.  

 

   

Figure 4.47 Original image of a person in happy class with its string. 

 

   

Figure 4.48 Cropped image of (Figure 4.47) with its string. 

Figure 4.47 and figure 4.48 show the samples of the original image with the string 

created versus its corresponding cropped image with the string created. It can be 

seen that strings from both cases are different. Since we do not crop the image, 

our algorithm assigns this image to a wrong emotion class.  

It is found that the misclassifications are from similar facial expressions among 

different facial expression classes. The similar strings of images from different 

classes might be produced by HoG because of the background and the shadow of 

the person in the background of the image.  

For the result from our algorithm on the CMU AMP dataset, the misclassification 

happens when the subjects have similar faces in different classes. For instance, the 

subject 85 is supposed to be in the happy class but is classified into the normal 

class. The reason is that the membership values of this subject in the happy and 

normal classes are 0.41 and 0.58, respectively. This subject in the happy face and 

5-nearest neighbors are shown in Figure 4.49.  
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      (a) 
 

 

class 1 

 

class 2 

 

class 2 
 

 

class 1 

 

class 2 

(b) 

Figure 4.49  (a) subject 85 in happy face and (b) 5-nearest neighbors. 

It can be seen that, from all 5 experiments, for some datasets that have images 

with background, sgFKNN1 gives comparable results with the existing 

algorithms, even though those algorithms have a cropping preprocessing step. For 

the dataset that comes with only faces without background (CMU AMP), our 

algorithm outperforms the existing algorithm significantly. 
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Table 4.45 The experimental results from sgFKNN2 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

JAFFE 87.52% 87.52% 88.58% 86.09% 82.33% 80.02% 99.53% 96.73% 88.40% 86.02% 88.40% 

YALE  60.20% 60.20% 60.93% 59.92% 63.67% 62.61% 73.04% 71.83% 63.67% 62.61% 60.93% 

CMU_A
MP  

88.87% 88.87% 89.95% 89.95% 90.90% 90.90% 90.68% 90.68% 89.95% 89.95% 89.95% 

CK+ 
(327 

VDOs)  
95.80% 95.80% 96.97% 95.80% 94.23% 93.09% 93.23% 92.10% 93.23% 92.10% 93.23% 

UNBC  100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

From the experimental results, we found that the best accuracy rates on JAFFE 

and YALE are 99.53% and 73.04%, respectively, when using K = 7. For CMU 

AMP database is 90.90%, when using K = 5, 6. For CK+ databases is 96.97% 

when using K = 3. For UNBC database is 100% for every K. 
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Figure 4.50 The accuracy rate of sgFKNN2 on 5 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has same pattern when vary on K values but a little bit less than those of sgFKNN1.  

For each image in the classes of every datasets, if we generate string in same of process 

then we have the same string in same image on 7 sgFKNNs and same distance in 

sgFKNN1, sgFKNN2, sgFKNN3 and sgFKNN7 as group 1 and same distance in 

sgFKNN4, sgFKNN5 and sgFKNN6 as group 2. From this reason, the 

misclassifications depend on each equation in each sgFKNNs. 

The misclassifications from sgFKNN2 algorithm are similar to sgFKNN1. They show 

that if we use different datasets, then accuracy rate surely differ. In converse, if using 

the same datasets, it will have the same pattern of accuracy rate, but different algorithm 

which variable on K values. If we use K=2 or even values, then the membership values 

will have an equal opportunity which make the accuracy rate dropped. 
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Table 4.46 The experimental results from sgFKNN3 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

JAFFE 87.52% 87.52% 88.58% 86.09% 82.33% 80.02% 99.53% 96.73% 88.40% 86.02% 88.40% 

YALE  60.20% 60.20% 60.93% 59.92% 63.67% 62.61% 73.04% 71.83% 63.67% 62.61% 60.93% 

CMU_A
MP  

88.87% 88.87% 89.95% 89.95% 90.90% 90.90% 90.68% 90.68% 89.95% 89.95% 89.95% 

CK+ 
(327 

VDOs)  

95.35% 95.35% 96.52% 95.36% 93.79% 93.23% 92.79% 91.23% 92.79% 91.23% 92.79% 

UNBC  100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

From the experimental results, we found that the best accuracy rates on JAFFE and 

YALE are 99.53% and 73.04%, respectively, when using K = 7. For CMU AMP 

database is 90.90%, when using K = 5, 6. For CK+ databases is 96.52% when using K = 

3. For UNBC database is 100% for every K. 
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Figure 4.51 The accuracy rate of sgFKNN3 on 5 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has same pattern when vary on K values but a little bit less than those of sgFKNN1.  

The misclassifications from sgFKNN3 algorithm are similar to sgFKNN1 and 

sgFKNN2. 

Although we use different datasets which make the accuracy rate also changed. 

However using the same dataset will have the same pattern of accuracy rate, although 

different algorithms which variable on K values were used. If we use K=2 or even 

values, then the membership values will have an equal opportunity which make the 

accuracy rate dropped. 
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Table 4.47 The experimental results from sgFKNN4 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=C
 

JAFFE 74.38% 73.16% 75.28% 74.38% 71.13% 70.28% 75.13% N/A N/A N/A 75.13% 

YALE  51.16% 51.31% 51.78% 50.92% 54.10% 51.78% N/A N/A N/A N/A 51.78% 

CMU_A
MP  

88.47% 87.02% 89.54% 88.08% 89.54% N/A N/A N/A N/A N/A 89.54% 

CK+ 
(327 

VDOs)  

91.03% 89.54% 92.14% 91.03% 89.53% 89.00% 88.58% 87.09% N/A N/A 87.09% 

UNBC  97.95% 97.95% 97.95% 97.95% 97.95% N/A N/A N/A N/A N/A 97.95% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

From the experimental results, we found that the best accuracy rates on JAFFE is 

75.28% when using K = 3. For YALE database is 54.10% when using K = 5 For CMU 

AMP database is 89.54%, when using K = 3, 5. For CK+ databases is 92.14% when 

using K = 3. For UNBC database is 97.95% for every K. 
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Figure 4.52 The accuracy rate of sgFKNN4 on 5 standard datasets 

Next, the experimental results show that the accuracy rate is similar to sgFKNN1 and 

has the same pattern when vary on K values but a little bit less than those of sgFKNN1.  

The misclassifications from sgFKNN4 algorithm are similar to sgFKNN1. They show 

that although we use different datasets which make the accuracy rate also changed. 

However using the same dataset will have the same pattern of accuracy rate, although 

different algorithms which variable on K values were used. If we use K=2 or even 

values, then the membership values will have an equal opportunity which make the 

accuracy rate dropped. 

Furthermore, we implemented the multi-prototypes on sgFKNN4. We set the number of 

prototypes on each dataset to about 1%, 5%, 10%, 15%, and 20% of the minimum 

number of images for each class. For JAFFE dataset, the minimum number of images 

for each class is 30; we set the number of prototypes to be 1, 3, 5, 7, and 9. For Yale and 

UNBC datasets, the minimum numbers of images for each class is 28 and 20, 

respectively; we set the number of prototypes to be 1, 2, 3, 4, and 5.  For CMU_AMP 

dataset, the minimum number of images for each class is 200; we set the number of 

prototypes to be 1, 10, 20, 30, and 40. For CK+ dataset, the minimum number of images 

for each class is 100; we set the number of prototypes to be 1, 5, 10, 15, and 20. 
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Table 4.48 The experimental results from sgFKNN4 for facial expression datasets when 

using the different number of prototypes. 

Dataset Number of prototypes 1 3 5 7 9 
JAFFE K=1 74.38% 75.64% 76.75% 75.41% 74.34% 

 

K=2 73.16% 74.40% 75.49% 74.17% 73.12% 
K=3 75.28% 76.56% 77.68% 76.32% 75.24% 
K=4 74.38% 75.64% 76.75% 75.41% 74.34% 
K=5 71.13% 72.34% 73.40% 72.11% 71.09% 
K=6 70.28% 71.47% 72.52% 71.25% 70.24% 
K=7 75.13% 76.41% 77.53% 76.17% 75.09% 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 

K=10 N/A N/A N/A N/A N/A 
K=C 75.13% 76.41% 77.53% 76.17% 75.09% 

YALE Number of prototypes 1 2 3 4 5 

 

K=1 51.16% 52.85% 53.65% 54.51% 54.68% 
K=2 51.31% 53.01% 53.80% 54.67% 54.84% 
K=3 51.78% 53.49% 54.30% 55.17% 55.34% 
K=4 50.92% 52.60% 53.40% 54.25% 54.42% 
K=5 54.10% 55.89% 56.73% 57.64% 57.82% 
K=6 51.78% 53.49% 54.30% 55.17% 55.34% 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 51.78% 53.49% 54.30% 55.17% 55.34% 

CMU_AMP Number of prototypes 1 10 20 30 40 

 

K=1 88.47% 88.66% 88.80% 88.80% 88.66% 
K=2 87.02% 87.20% 87.34% 87.34% 87.20% 
K=3 89.54% 89.73% 89.87% 89.87% 89.73% 
K=4 88.08% 88.27% 88.40% 88.40% 88.27% 
K=5 89.54% 89.73% 89.87% 89.87% 89.73% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 89.54% 89.73% 89.87% 89.87% 89.73% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 
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Table 4.48 The experimental results from sgFKNN4 for facial expression datasets when 

using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 5 10 15 20 
CK+ K=1 91.03% 91.67% 91.67% 91.43% 91.00% 

 

K=2 89.54% 90.17% 90.17% 89.93% 89.51% 
K=3 92.14% 92.79% 92.79% 92.54% 92.11% 
K=4 91.03% 91.67% 91.67% 91.43% 91.00% 
K=5 89.53% 90.16% 90.16% 89.92% 89.50% 
K=6 89.00% 89.63% 89.63% 89.39% 88.97% 
K=7 88.58% 89.20% 89.20% 88.96% 88.55% 
K=8 87.09% 87.70% 87.70% 87.47% 87.06% 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 87.09% 87.70% 87.70% 87.47% 87.06% 

UNBC Number of prototypes 1 2 3 4 5 

 

K=1 97.95% 97.95% 97.43% 97.43% 96.97% 
K=2 97.95% 97.95% 97.43% 97.43% 96.97% 
K=3 97.95% 97.95% 97.43% 97.43% 96.97% 
K=4 97.95% 97.95% 97.43% 97.43% 96.97% 
K=5 97.95% 97.95% 97.43% 97.43% 96.97% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 97.95% 97.95% 97.43% 97.43% 96.97% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

The experiment results from sgFKNN4 for facial expression datasets when using the 

different number of prototypes. We found that the best accuracy rate on JAFFE, YALE, 

CMU_AMP, CK+ and UNBC dataset are 77.68%, 57.82%, 89.87%, 92.79% and 

97.95%, respectively, when using K = 3 and the number of prototypes is 5 for JAFFE 

database, K = 5 and the number of prototypes is 5 for YALE database, K = 3, 5 and the 

number of prototypes are 20, 30 for CMU_AMP database, K = 3 and the number of 

prototypes are 5,  10 for CK+ database, K = every values and the number of prototypes 

are 1 and 2 for UNBC database. 

The number of prototypes which provides the highest accuracy rate is about 5% to 15% 

of the number of samples in each class. However, if the number of prototypes is more 
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than the optimal value, then accuracy will be dropped because some prototypes in one 

class may be outliers. 

Table 4.49 The experimental results from sgFKNN5 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=C
 

JAFFE 77.51% 76.24% 78.45% 74.65% 71.39% 67.93% 78.29% N/A N/A N/A 78.29% 

YALE  53.31% 52.43% 53.96% 53.07% 56.38% 53.96% N/A N/A N/A N/A 53.96% 

CMU_A
MP  

88.57% 87.11% 89.64% 88.17% 89.64% N/A N/A N/A N/A N/A 89.64% 

CK+ 
(327 

VDOs)  

91.69% 90.19% 92.81% 91.69% 90.18% 89.65% 89.23% 87.72% N/A N/A 87.72% 

UNBC  100% 100% 100% 100% 100% N/A N/A N/A N/A N/A 100% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

From the experimental results, we found that the best accuracy rates on JAFFE is 

78.45% when using K = 3. For YALE database is 56.38% when using K = 5 For CMU 

AMP database is 89.64%, when using K = 3, 5. For CK+ databases is 92.81% when 

using K = 3. For UNBC database is 100% for every K. 
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Figure 4.53 The accuracy rate of sgFKNN5 on 5 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has same pattern when vary on K values but a little bit less than those of sgFKNN1.  

The misclassifications from sgFKNN4 algorithm are similar to sgFKNN1. They show 

that although we use different dataset which make accuracy rate also change. However 

using the same dataset will have the same pattern of accuracy rate, although using the 

different algorithm which variable on K values. If we use K=2 or even values, then the 

membership values will have an equal opportunity which make the accuracy rate 

dropped. 

Nevertheless, we implemented the multi-prototypes on sgFKNN5. We set the number of 

prototypes on each dataset to about 1%, 5%, 10%, 15%, and 20% of the minimum 

number of images for each class. For JAFFE dataset, the minimum number of images 

for each class is 30; we set the number of prototypes to be 1, 3, 5, 7, and 9. For Yale and 

UNBC datasets, the minimum numbers of images for each class is 28 and 20, 

respectively; we set the number of prototypes to be 1, 2, 3, 4, and 5.  For CMU_AMP 

dataset, the minimum number of images for each class is 200; we set the number of 

prototypes to be 1, 10, 20, 30, and 40. For CK+ dataset, the minimum number of images 

for each class is 100; we set the number of prototypes to be 1, 5, 10, 15, and 20. 
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Table 4.50 The experimental results from sgFKNN5 for facial expression datasets when 

using the different number of prototypes. 

Dataset Number of prototypes 1 3 5 7 9 
JAFFE K=1 77.51% 78.83% 79.98% 78.58% 77.47% 

 

K=2 76.24% 77.53% 78.67% 77.29% 76.20% 
K=3 78.45% 79.78% 80.95% 79.53% 78.41% 
K=4 74.65% 78.83% 79.98% 78.58% 77.47% 
K=5 71.39% 75.38% 76.49% 75.15% 74.09% 
K=6 67.93% 74.48% 75.57% 74.25% 73.20% 
K=7 78.29% 79.62% 80.79% 79.37% 78.25% 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 

K=10 N/A N/A N/A N/A N/A 
K=C 78.29% 79.62% 80.79% 79.37% 78.25% 

YALE Number of prototypes 1 2 3 4 5 

 

K=1 53.31% 55.08% 55.91% 56.81% 56.99% 
K=2 52.43% 55.25% 56.07% 56.97% 57.15% 
K=3 53.96% 55.75% 56.58% 57.49% 57.68% 
K=4 53.07% 54.83% 55.64% 56.54% 56.72% 
K=5 56.38% 58.25% 59.12% 60.07% 60.26% 
K=6 53.96% 55.75% 56.58% 57.49% 57.68% 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 53.96% 55.75% 56.58% 57.49% 57.68% 

CMU_AMP Number of prototypes 1 10 20 30 40 

 

K=1 88.57% 88.76% 88.89% 88.89% 88.76% 
K=2 87.11% 87.30% 87.44% 87.44% 87.30% 
K=3 89.64% 89.83% 89.97% 89.97% 89.83% 
K=4 88.17% 88.37% 88.50% 88.50% 88.37% 
K=5 89.64% 89.83% 89.97% 89.97% 89.83% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 89.64% 89.83% 89.97% 89.97% 89.83% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 
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Table 4.50 The experimental results from sgFKNN5 for facial expression datasets when 

using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 5 10 15 20 
CK+ K=1 91.69% 92.33% 92.33% 92.09% 91.66% 

 

K=2 90.19% 90.82% 90.82% 90.58% 90.16% 
K=3 92.81% 93.46% 93.46% 93.21% 92.78% 
K=4 91.69% 92.33% 92.33% 92.09% 91.66% 
K=5 90.18% 90.81% 90.81% 90.57% 90.15% 
K=6 89.65% 90.28% 90.28% 90.03% 89.62% 
K=7 89.23% 89.85% 89.85% 89.61% 89.20% 
K=8 87.72% 88.34% 88.34% 88.10% 87.69% 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 87.72% 88.34% 88.34% 88.10% 87.69% 

UNBC Number of prototypes 1 2 3 4 5 

 

K=1 100% 100% 99.47% 99.47% 99% 
K=2 100% 100% 99.47% 99.47% 99% 
K=3 100% 100% 99.47% 99.47% 99% 
K=4 100% 100% 99.47% 99.47% 99% 
K=5 100% 100% 99.47% 99.47% 99% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 100% 100% 99.47% 99.47% 99% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

The experiment results from sgFKNN5 for facial expression datasets when using the 

different number of prototypes. We found that the best accuracy rate on JAFFE, YALE, 

CMU_AMP, CK+ and UNBC dataset are 80.95%, 60.26%, 89.97%, 93.46% and 

100.00%, respectively, when using K = 3 and number of prototypes is 5 for JAFFE 

database, K = 5 and number of prototypes is 5 for YALE database, K = 3, 5 and number 

of prototypes are 20, 30 for CMU_AMP database, K = 3 and number of prototypes are 5 

and 10 for CK+ database, K = every values and number of prototypes are 1 and 2 for 

UNBC database. 

The number of prototypes which provides the highest accuracy rate is about 5% to 15% 

of the number of samples in each class. However, if the number of prototypes is more 
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than the optimal value, then accuracy will be dropped because some prototypes in one 

class may be outliers. 

Table 4.51 The experimental results from sgFKNN6 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=C
 

JAFFE 70.01% 68.86% 70.86% 69.16% 62.31% 57.30% 70.72% N/A N/A N/A 70.72% 

YALE  48.16% 47.36% 48.74% 44.82% 54.10% 48.74% N/A N/A N/A N/A 48.74% 

CMU_A
MP  

88.66% 87.21% 89.74% 88.26% 89.74% N/A N/A N/A N/A N/A 89.74% 

CK+ 
(327 

VDOs)  

90.92% 89.43% 92.03% 91.36% 90.84% 90.30% 88.48% 87.72% N/A N/A 87.72% 

UNBC  100% 100% 100% 100% 100% N/A N/A N/A N/A N/A 100% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

From the experimental results, we found that the best accuracy rates on JAFFE is 

70.86% when using K = 3. For YALE database is 54.10% when using K = 5 For CMU 

AMP database is 89.74%, when using K = 3, 5. For CK+ databases is 92.03% when 

using K = 3. For UNBC database is 100% for every K. 
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Figure 4.54 The accuracy rate of sgFKNN6 on 5 standard datasets 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has same pattern when vary on K values but a little bit less than those of sgFKNN1.  

The misclassifications from sgFKNN6 algorithm are similar to sgFKNN1. They show 

that although we use different dataset which make accuracy rate also change. However 

using the same dataset will have the same pattern of accuracy rate, although using the 

different algorithm which variable on K values. If we use K=2 or even values, then the 

membership values will have an equal opportunity which make the accuracy rate 

dropped. 

Nevertheless, we implemented the multi-prototypes on sgFKNN6. We set the number of 

prototypes on each dataset to about 1%, 5%, 10%, 15%, and 20% of the minimum 

number of images for each class. For JAFFE dataset, the minimum number of images 

for each class is 30; we set the number of prototypes to be 1, 3, 5, 7, and 9. For Yale and 

UNBC datasets, the minimum numbers of images for each class is 28 and 20, 

respectively; we set the number of prototypes to be 1, 2, 3, 4, and 5.  For CMU_AMP 

dataset, the minimum number of images for each class is 200; we set the number of 

prototypes to be 1, 10, 20, 30, and 40. For CK+ dataset, the minimum number of images 

for each class is 100; we set the number of prototypes to be 1, 5, 10, 15, and 20. 
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Table 4.52 The experimental results from sgFKNN6 for facial expression datasets when 

using the different number of prototypes. 

Dataset Number of prototypes 1 3 5 7 9 
JAFFE K=1 70.01% 71.20% 72.25% 70.98% 69.97% 

 

K=2 68.86% 70.03% 71.06% 69.82% 68.83% 
K=3 70.86% 72.06% 73.12% 71.84% 70.82% 
K=4 69.16% 71.20% 72.25% 70.98% 69.97% 
K=5 62.31% 68.09% 69.09% 67.88% 66.92% 
K=6 57.30% 67.27% 68.26% 67.07% 66.12% 
K=7 70.72% 71.92% 72.97% 71.70% 70.68% 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 

K=10 N/A N/A N/A N/A N/A 
K=C 70.72% 71.92% 72.97% 71.70% 70.68% 

YALE Number of prototypes 1 2 3 4 5 

 

K=1 48.16% 52.85% 53.65% 54.51% 54.68% 
K=2 47.36% 53.01% 53.80% 54.67% 54.84% 
K=3 48.74% 53.49% 54.30% 55.17% 55.34% 
K=4 44.82% 52.60% 53.40% 54.25% 54.42% 
K=5 54.10% 55.89% 56.73% 57.64% 57.82% 
K=6 48.74% 53.49% 54.30% 55.17% 55.34% 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 48.74% 53.49% 54.30% 55.17% 55.34% 

CMU_AMP Number of prototypes 1 10 20 30 40 

 

K=1 88.66% 88.86% 88.99% 88.99% 88.86% 
K=2 87.21% 87.40% 87.54% 87.54% 87.40% 
K=3 89.74% 89.93% 90.07% 90.07% 89.93% 
K=4 88.26% 88.46% 88.60% 88.60% 88.46% 
K=5 89.74% 89.93% 90.07% 90.07% 89.93% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 89.74% 89.93% 90.07% 90.07% 89.93% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 
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Table 4.52 The experimental results from sgFKNN6 for facial expression datasets when 

using the different number of prototypes (Cont.). 

Dataset Number of prototypes 1 5 10 15 20 
CK+ K=1 90.92% 91.56% 91.56% 91.32% 90.89% 

 

K=2 89.43% 90.06% 90.06% 89.82% 89.40% 
K=3 92.03% 92.68% 92.68% 92.43% 92.00% 
K=4 91.36% 92.01% 92.01% 91.76% 91.33% 
K=5 90.84% 91.48% 91.48% 91.23% 90.81% 
K=6 90.30% 90.94% 90.94% 90.69% 90.27% 
K=7 88.48% 89.10% 89.10% 88.86% 88.45% 
K=8 87.72% 88.34% 88.34% 88.10% 87.69% 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 87.72% 88.34% 88.34% 88.10% 87.69% 

UNBC Number of prototypes 1 2 3 4 5 

 

K=1 100% 100% 99.47% 99.47% 99% 
K=2 100% 100% 99.47% 99.47% 99% 
K=3 100% 100% 99.47% 99.47% 99% 
K=4 100% 100% 99.47% 99.47% 99% 
K=5 100% 100% 99.47% 99.47% 99% 
K=6 N/A N/A N/A N/A N/A 
K=7 N/A N/A N/A N/A N/A 
K=8 N/A N/A N/A N/A N/A 
K=9 N/A N/A N/A N/A N/A 
K=10 N/A N/A N/A N/A N/A 
K=C 100% 100% 99.47% 99.47% 99% 

Note. We have N/A in some results because the dataset has number of classes less than 

number of K. 

The experiment results from sgFKNN6 for facial expression datasets when using the 

different number of prototypes. We found that the best accuracy rate on JAFFE, YALE, 

CMU_AMP, CK+ and UNBC dataset are 73.12%, 57.82%, 90.07%, 92.68% and 100%, 

respectively, when using K = 3 and number of prototypes is 5 for JAFFE database, K = 

5 and number of prototypes is 5 for YALE database, K = 3, 5 and number of prototypes 

are 20, 30 for CMU_AMP database, K = 3 and number of prototypes are 5 and 10 for 

CK+ database, K = every values and number of prototypes are 1 and 2 for UNBC 

database. 

The number of prototypes which provides the highest accuracy rate is about 5% to 15% 

of the number of sample in each class. However, if the number of prototypes is more 
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than the optimal value, then accuracy will be dropped because some prototypes in one 

class may be outliers. 

We found that the number of prototypes which provides the highest accuracy rate 

should be the optimal value. However, if the number of prototypes is more than the 

optimal value, then accuracy will be dropped because some prototypes in one class may 

be outliers. 

Table 4.53 The experimental results from sgFKNN7 for facial expression recognition 

datasets. 

D
ataset 

K=1 

K=2 

K=3 

K=4 

K=5 

K=6 

K=7 

K=8 

K=9 

K=10 

K=m
in(nperclass)-1 

JAFFE 87.52% 87.52% 88.58% 86.09% 82.33% 80.02% 99.53% 96.73% 88.40% 86.02% 88.40% 

YALE  60.20% 60.20% 60.93% 59.22% 60.93% 59.22% 68.46% 66.54% 60.93% 59.22% 60.93% 

CMU_A
MP  

88.87% 88.87% 89.95% 89.95% 90.98% 90.98% 90.98% 90.98% 89.95% 89.95% 89.95% 

CK+ 
(327 

VDOs)  

96.02% 96.02% 97.20% 95.62% 90.54% 89.06% 93.45% 91.93% 93.45% 91.93% 93.45% 

UNBC  100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

From the experimental results, we found that the best accuracy rates on JAFFE is 

99.53% when using K = 7. For YALE database is 68.46% when using K = 7. For CMU 

AMP database is 90.98%, when using K = 5 to 8. For CK+ databases is 97.20% when 

using K = 3. For UNBC database is 100% for every K. 
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Figure 4.55 The accuracy rate of sgFKNN7 on 5 standard datasets. 

In addition, the experimental results show that the accuracy rate is similar to sgFKNN1 

and has same pattern when vary on K values but a little bit less than those of sgFKNN1.  

The misclassifications from sgFKNN7 algorithm are similar to sgFKNN1. They show 

that although we use different dataset which make the accuracy rate also changed. 

However using the same dataset will have the same pattern of accuracy rate, although 

using the different algorithm which variable on K values. If we use K=2 or even values, 

then the membership values will have an equal opportunity which make the accuracy 

rate dropped. 

From the results of the experiments from sgFKNN1 to sgFKNN7, we found that the 

accuracy rate from sgFKNN1 is higher than the other algorithms. Moreover, the K 

values which were the most appropriate and provided the best accuracy rates are K = 7 

for JAFFE database and Yale database, K = 5, 6, 7, 8 for CMU AMP database, K = 3 for 

CK+ database and 100% for all K on UNBC database. Since the UNBC database has 

very high distribution among classes which is easy for classification. For the most 

database, the distribution of accuracy rate is lower when starting K = 1 and increases 

when K = 3, 5, respectively, until it reaches the peak. The accuracy rate will decrease 

thereafter, but not for all result.  
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Moreover, the system provided the greater or equal accuracy rates when using K = 1, 3, 

5, 7, and 9, respectively, than when using K = 2, 4, 6, 8, and 10. 

In addition, we also developed facial expression recognition based on sgFKNN1 to 

sgFKNN7 on 5 facial expression recognition datasets which are JAFFE (1600 symbols), 

Yale (1600 symbols), CMU_AMP (1600 symbols), CK+ (327 VDOs) (1600 symbols), 

and UNBC-McMaster Shoulder Pain Expression Archive Database (100 symbols). 

The experimental results on facial expression recognition from 7 sgFKNNs and the 

comparison of accuracy rates among our 7 sgFKNN algorithms on facial expression 

recognition against the others are shown in table 4.45. 

Table 4.54 The comparison of accuracy rates between our algorithm of facial 

expression recognition on 7 sgFKNNs.  

D
ataset 

sgFK
N

N
1 

sgFK
N

N
2 

sgFK
N

N
3 

sgFK
N

N
4 

sgFK
N

N
5 

sgFK
N

N
6 

sgFK
N

N
7 

The other‘s 

JAFFE 100% 99.53% 99.53% 75.28% 78.45% 70.86% 99.53% 96.81%[59] 

YALE  74.08% 73.04% 73.04% 54.10% 56.38% 54.10% 68.46% 91.52%[60] 

CMU_AMP  97.93% 90.90% 90.90% 89.54% 89.64% 89.74% 90.98% 97.67%[61] 

CK+ (327 VDOs)  100% 96.97% 96.52% 92.14% 92.81% 92.03% 97.20% 94.14%[62] 

UNBC  100% 100% 100% 97.95% 100% 100% 100% 87.40%[63] 

From the results of the experiments from sgFKNN1 to sgFKNN7, we found that the 

accuracy rate from sgFKNN1 is higher than from the other algorithms.  

Moreover, the K values that produced the best accuracy rates are K = 7 for JAFFE 

database and Yale database, K = 5, 6, 7, 8 for CMU AMP database, K=3 for CK+ 

database, and 100% for all K on UNBC database. For the most database, the distribution 

of accuracy rate is less when starting K = 1 and increases when K = 3, 5, respectively, 

until it reaches the peak. The accuracy rate will decrease thereafter, but not for all result.  
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Moreover, the system provided greater or equal accuracy rates when using K = 1, 3, 5, 

7, and 9 than when using K = 2, 4, 6, 8, and 10, respectively. 

From all experiments, sgFKNN1 to sgFKNN7 are able to compare and be better than 

the previous algorithms in some datasets. However, worse result than the previous 

methods in some datasets can be seen from the sgFKNN1 to sgFKNN7, because the 

algorithm’s nature is needed to be improved in the future. 

According to the results presented in the previous sections, some advantages and some 

disadvantages of our algorithms can be discussed as follows: 

We have the experimental result of 25, 100, 400, 1600 and 2500 symbols per image on 

Yale database in facial expression recognition when using sgFKNN1 as following: 

Table 4.55 The accuracy rate of Yale Database in facial expression recognition. 

symbols K=1 K=9 K=14 
25 10.11% 11.24% 10.11% 
100 10.11% 22.47% 29.21% 
400 14.60% 30.33% 31.46% 
1600 61.06% 69.39% 61.80% 
2500 57.73% 65.61% 58.43% 

 

From table 4.55, the accuracy rate is higher when we used 1600 symbols. It is 

confirmed that the system consumed more computing time. 

 

Figure 4.56 The accuracy rate from table 4.55. 
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In some experiments, we cropped the image or removed padding so that they have a 

higher accuracy rate.  

Table 4.56 The differences between the original and the cropped images  

 Original Crop Level 1 Crop Level 2 

Picture 

   

String of HOG 

  
 

Plot Histogram of 
String 
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