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ข้อความแห่งการริเร่ิม 

 วิทยานิพนธ์น้ีนําเสนออลักอริทึมใหม่ที ่เป็นการผสมผสานความไม่แน่นอนเขา้กบั     
สตริงแกรมมาเคเนียเรสเนเบอร์ เพื ่อเป็นอลักอริทึมในการรู้จาํขอ้มูลที ่มีลกัษณะเป็น

โครงสร้าง ไม่ใช่ขอ้มูลท่ีมีลกัษณะเป็นตวัเลข 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

q 
 

STATEMENTS OF ORIGINALITY 

 This thesis presents new algorithms by incorporating uncertainty into string 

grammar K-nearest neighbor. This algorithm is a structural dataset recognition 

algorithm not a numerical dataset recognition algorithm. 
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