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CHAPTER 3 

Data Quality Control and Enhancement 

3.1 Introduction 

Characterization and evaluation of hydrocarbon reservoirs are typically achieved using 

a combination of all available subsurface data which is normally seismic data and well 

data. Main input seismic data for reservoir characterization may include pre-stack, post-

stack seismic data and velocity analysis data while main well data may include logs, 

VSP and check-shots. Therefore, two data types should be correct for better reservoir 

definition and rock properties information. But if well logs data are incorrect or not 

completely editing, they will affect erroneous assumptions and cause many problems in 

the results when integrating with seismic data in interpretation tasks. Integrated 

interpretation of any geological model requires careful use of petrophysical logs and 

other well-derived data. 

3.2 Well Log Quality Control, Editing and Repairing 

For many reasons, well logs data often require processing, editing and normalization 

before they can be used for reservoir characterization. The basic well log editing 

workflow is in Figure 3.1. For reservoir characterization or AVO analysis, seven well 

logs curves are used commonly including P-wave sonic , density, S-wave sonic, 

Poisson’s ratio, resistivity, gamma ray and SP. In these seven log curves, the first four 

are mandatory whereas the last three curves represent not necessarily in measurements 

that may be used either to define lithologic zones or in the transform relationships. Main 

logs data which are P-wave sonic (DT), S-wave sonic (DTS) and density (RHOB) are 

available in Well A. Missing log curves can often be computed with reasonable degree 

of certainty (Walls et al., 2004). Two major ways to compute missing logs 
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are through application of rock physics principles and using neural network technology. 

 

Figure 3.1: Basic well logs editing workflow. 

3.2.1 Well Log Quality Control, Editing 

Quality of log data is an important part of rock physics analysis and creating seismic 

inversion models. The petrophysicist will typically check the depth registration of 

various logs and make standard corrections for environmental effects on tools related to 

factors such as stress, mud weight, pore pressure, temperature and speed of logging 

(Simm and Bacon, 2014). The next step is to remove unwanted or noisy data that are 

from logs data especially for P-wave velocity (Vp), S-wave velocity (Vs) and RHOB 

(ρ). There are many different ways to check logs data and the best way is through 

generation of cross plots between depth, Vp, Vs and ρ etc. 
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a) Cross plot between depth and velocities 

Vp and Vs are cross plotted to check and remove unwanted data such as spikes that 

have high value in velocities. The depth and Vp cross plot (Figure 3.2) shows value in 

depth from 2897.277 m to 4144.671 m. It shows clearly high values in the reservoir 

intervals which are UMA15, MMF10, MMF15 and MMF30. There is no unwanted 

values in depth and Vp cross plot. The depth and Vs cross plot (Figure 3.3) show values 

in depth from 2897.277 m to 4144.671 m. It shows high values in the reservoir intervals 

which are UMA15, MMF10, MMF15 and MMF30. There is no unwanted values in 

depth and Vs cross plot however it is recognized that missing values from 3288.03 m to 

3298.393 m as shown in yellow box. The missing values in Vs will be fixed by using 

empirical relations in the next part of this chapter. 

 

Figure 3.2: Depth and Vp cross plot. Red dashed lines zones indicate reservoir intervals. 
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Figure 3.3: Depth and Vs cross plot. Red dashed lines zones indicate reservoir intervals. 

Yellow box indicates missing value data. 

b) Cross plots between density and velocities 

Density and velocities (Vp and Vs) data are cross plotted to find out the noisy points 

from log data (Figures 3.4 and 3.5). The main purpose is to remove those data that have 

high density but the velocities are low and vice versa. There is no noisy point from both 

Figure 3.4 and Figure 3.5. 
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Figure 3.4: Density and Vp cross plot. The color lines represent rock physics 

relationships between Density and P-wave velocity found by Gardner et al., (1974). 
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Figure 3.5: Density and Vs cross plot. The Han dual input linear line represents rock 

physics relationship between density (porosity) and S-wave velocity (Han et al., 1986). 
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c) Cross plots between P-wave velocities and S-wave velocities 

P-wave velocities and S-wave velocities cross plot is generated to show the best fit 

trends between them and to find out the wrong velocities values from the logs data. 

Generally, the P-wave velocities are approximately double of the S-wave velocities. 

Therefore, the S-wave velocities which are very high values at low values of P-wave 

velocities are wrong values and need to be deleted from the log data. Figure 3.6 shows 

cross plot of P-wave and S-wave velocities with empirical relations between 

compressional and shear velocities from Greenberg and Castagna (1992). It can be seen 

that values of P-wave velocities and S-wave velocities have similar tendency with 

Greenberg and Castagna relations. Main values are in the relations of Castagna mudrock 

and Greenberg and Castagna shale relation with high gamma ray values, while lower 

gamma ray values which represents brine and hydrocarbon saturation sandstone fall into 

Greenberg and Castagna sandstone relation and the left side of that line. Besides, the 

cross plot shows no wrong values of Vp and Vs.  
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Figure 3.6: Vp and Vs cross plot with the Greenberg and Castagna Vp - Vs relations. 

3.2.2  Well Log Repairing  

Original well logs may require editing and correction before they are suitable for 

creating synthetic seismograms, rock physics models, and seismic inversion etc. There 

are many reasons affect the well logs causing the bad or missing data. Four main 

reasons are well bore washouts or casing, mud filtrate invasion, gaps or missing data 

and insufficient log suites. In this independent study, most of the well logs provided are 

good quality. However, the well logs still have some missing value which can be 

detected when import the well logs dataset into Hampson Russell software. In Well A, 

there are missing values presented in the shear wave velocity logs from 3288.03 to 

3298.393 m (MD) due to casing points, position of casing shoe is 2898 mDDBRT. 

Casing points information is mention in final well report of Well A (Table 3.1). The 
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four mandatory logs for reservoir analysis are gamma ray, P-wave sonic, S-wave sonic 

and density logs and missing data in S-wave sonic logs are shown in Figure 3.7. 

Table 3.1: Casing point from final well report. 

 

 

Figure 3.7: Main logs curves for reservoir characterization. Blue dashed box indicates 

missing data in S-wave sonic log. Formation tops T65, top and base of two sand bodies 

MMF10 and MMF15 are in the left hand track. 

S-wave velocity log is useful for various seismic interpretation applications such as 

AVO analyses and quantitative interpretation. Therefore, to achieve good results in 

reservoir characterization analysis, it is necessary to do correction to S-wave velocity 
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logs. The best way for S-wave velocity estimation is through relationships between 

compressional and shear wave. Most of the empirical relations for P-wave and S-wave 

are based on Castagna et al. (1985) and Greenberg and Castagna (1992). Greenberg and 

Castagna (1992) empirical relations are based on a variety of dataset from the Gulf 

Coast and onshore United States. Experience has shown that there can be significant 

variations away from the Greenberg and Castagna‘s trends (Simm and Bacon, 2014). 

Therefore, those relations need modifying to use in local sedimentary basins. In this 

independent study, the empirical relationship between Vp and Vs is evaluated by 

regression analysis, the purpose of this is to find the local relationships between Vp and 

Vs for the Nam Con Son Basin. However, the limitation of this regression analysis is 

one well dataset in the basin was used. If there are many wells data available, the 

localized relations will be more correct. 

Greenberg and Castagna (1992) defined four main trends common lithologies for 

sandstone, limestones, dolomite and shale. So it is essential to predict Vs from Vp 

depending on lithologies variations throughout Well A’s depth. As shown in Figure 3.9, 

missing data from Vs log are from 3288.03 to 3298.393 m (MD), this interval is mainly 

in depth of sand dominant body. Thus, fixing the Vs missing data is estimated using 

localized Vp – Vs relations for sandstone. First step of the regression analysis is cross 

plotting the Vp versus Vs to obtain the linear regression for the sandstone. In Well A, 

there are four main intervals that have sandstone dominantly in lithologies: UMA15, 

MMF10, MMF15 and MMF30. Those intervals are defined using top and base that 

provided by the company. Therefore, Vp and Vs in UMA15, MMF10 and MMF30 

sandstone intervals are cross plotted separately to find relations between Vp-Vs for each 

intervals. Cross plots of UMA15, MMF10 and MMF30 intervals are in Figures 3.8 to 

3.10 respectively. The linear relationship between Vp and Vs is also showed for each 

intervals. 
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Figure 3.8: Cross plot Vs and Vp for UMA15. Linear relationship between Vs and Vp is 

defined by equation Vs=0.79 * Vp – 485.253. 

 

Figure 3.9: Cross plot Vs and Vp for MMF10. Linear relationship between Vs and Vp is 

defined by equation Vs=0.68 * Vp – 548.775. 
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Figure 3.10: Cross plot Vs and Vp for MMF30. Linear relationship between Vs and Vp 

is defined by equation Vs=0.58 * Vp – 60.5711. 

The linear relationship between Vs and Vp above is used to generate predicted Vs for 

each interval. Next step is comparison between original Vs recorded at Well A, 

predicted Vs from localized relations for each interval and predicted Vs from Greenberg 

and Castagna empirical relation for sandstone using equation 3.1. 

Vs = 0.8042 * Vp – 855.9,       (3.1) 

where the units are in m/s. Three types of Vs for each interval are shown in Figures 3.11 

to 3.13 while regression analysis comparisons are shown in Tables 3.2 to 3.4. 
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Figure 3.11: Plot of regression analysis for Vs prediction in UMA15 interval. Track 10 

shows the recorded Vs in red and localized predicted Vs in blue while track 14 shows 

the recorded Vs in red and Greenberg and Castagna relation predicted Vs in blue. 

Table 3.2: Comparison between Vs - Vp localized model and Greenberg and Castagna 

relation for UMA15 interval. 

 

In UMA15 interval from 2999.1 m to 3014.4 m (MD), the localized predicted Vs shows 

a better similar trend with the recorded Vs rather than Greenberg and Castagna relation 

predicted Vs. Table 3.2 shows the percentage error of the localized prediction Vs in 

comparison with Vs from recorded log from -8 % to 6 % meanwhile the percentage 

error of the Greenberg and Castagna relation prediction Vs from -2 % to 13 %. So, Vs 

from localized equation shows better accuracy than Greenberg and Castagna equation 

3.1. 
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Figure 3.12: Plot of regression analysis for Vs prediction in MMF10 interval. Track 10 

shows the recorded Vs in red and localized predicted Vs in blue while track 14 shows 

the recorded Vs in red and Greenberg and Castagna’s relation predicted Vs in blue. 

Table 3.3: Comparison between Vs - Vp localized model and Greenberg and Castagna 

relation for MMF10 interval. 

 

In MMF10 interval from 3254.6 m to 3270.9 m (MD), the localized predicted Vs shows 

a better similar trend with the recorded Vs rather than Greenberg and Castagna relation 

predicted Vs. Table 3.3 shows the percentage errors of the localized prediction Vs in 

comparison with Vs from recorded log from -9 % to 12 % meanwhile the percentage 

error of the Greenberg and Castagna relation prediction Vs from -16 % to 8 %. So, Vs 
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from localized equation shows better accuracy than Greenberg and Castagna Equation 

3.1. 

 

Figure 3.13: Plot of regression analysis for Vs prediction in MMF30 interval. Track 10 

shows the recorded Vs in red and localized predicted Vs in blue while track 14 shows 

the recorded Vs in red and Greenberg and Castagna’s relation predicted Vs in blue. 

In MMF30 interval from 3578.5 m to 3614.4 m (MD), the localized predicted Vs shows 

a better similar trend with the recorded Vs rather than Greenberg and Castagna relation 

predicted Vs. Table 3.4 shows the percentage error of the localized prediction Vs in 

comparison with Vs from recorded log from -10 % to 6 % meanwhile the percentage 

error of the Greenberg and Castagna relation prediction Vs from -21 % to 5 %. So, Vs 

from localized equation shows better accuracy than Greenberg and Castagna Equation 

3.1. 

In summary, the percentage errors of 3 intervals (UMA15, MMF10 and MMF30) are 

compared to find the best linear equation for localized Vs prediction in the missing data 

interval. The percentage error of interval UMA15 have the lowest percentage error 

range, therefore it is chosen for prediction of Vs. The result of Vs after correction is 

shown in Figure 3.14. In conclusion, by using cross plots and statistical regression 

analysis the local Vs - Vp relationship suitable for the Nam Con Son Basin is derived 

and the missing values in the recorded shear wave velocities log are filled. 
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Table 3.4: Comparison between Vs - Vp localized model and Greenberg and Castagna 

relation for MMF30 interval. 

 

 

Figure 3.14: Plot of logs for well A. Track 4 shows the recorded Vs in red while track 5 

shows the Vs after correction. 
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3.3 Seismic Data Enhancement 

The first process is loading seismic volume into the Hampson Russell software for 

analysis and further processing. The most important point in loading data correctly is 

matching inline and cross-line byte locations parameters with the right values from the 

headers of seismic file (Figure 3.15). This seismic pre-stack data are processed by the 

company, the processing history is showed in Figure 3.16. Seismic data volume used in 

this study is migrated 3D seismic gathers (Figure 3.17).  

 

Figure 3.15: Inline and cross-line parameters from header of seismic volume. 



 

34 
 

 

Figure 3.16: Processing history of seismic volume. 

 

Figure 3.17: 3D migrated seismic gathers. 
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The results of pre-stack seismic inversion are ultimately dependent on the quality of the 

input seismic data. Good result is produced when the seismic data is rich in frequencies 

which contain both high and low frequencies, relatively free of noise, high and 

consistent amplitude, and the signal events are aligned. Although seismic data are good 

processed but some problems still present in 3D NMO-corrected seismic gathers. These 

problems such as overcorrected and under-corrected reflection after NMO correction or 

random noises can be visually detected in seismic gathers. To obtain a flattening of 

reflections, the velocity must have the correct value. When the velocity is too low, the 

reflection is overcorrected and the reflection curves upwards. When the velocity is too 

high, the reflection is under-corrected and the reflection curves downwards. 

Therefore, conditioning of gathers in Hampson Russell software is carried out to 

enhance the input seismic data. Seismic data conditioning is a key improvement for any 

quantitative seismic interpretation or reservoir characterization project using pre-stack 

seismic inversion technology. Because the seismic dataset in this study had been already 

processed, the reflections are flat in the seismic gathers, however there are still high 

frequency traces after NMO correction. After considering seismic data carefully, two 

steps of pre-stack seismic processing are applied in order to improve S/N ratios, 

enhance amplitude, bandwidth. 

3.3.1 Mute 

The first step applying for gathers conditioning is mute. In pre-stack processing 

workflow, mute function is applied in CMP domain after NMO correction to remove 

unwanted direct arrivals, refractions and NMO stretch. In Hampson Russell software, 

the mute option applies an offset dependent mute to a range of gathers. It removes 

faulty data from a set of gathers by setting the amplitude for these data to zero, so only 

the reliable data are used for the seismic gathers. In this dataset, mute is applied mainly 

to remove the effect of NMO stretch due to low frequency wavelet at the far offset after 

NMO correction. Besides, muting can also compensate for other errors like refractions 

and noises at the far offsets. Result of the seismic gathers after muting shows better 

image of seismic gathers with no stretching reflection (Figure 3.18). 
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Figure 3.18: Seismic offset gathers after applying mute. 

3.3.2 Super Gather 

The second step of conditioning seismic dataset is generating super gather. Meaning of 

super gather firstly is discussed by Ostrander (1984), a method of partial summing 

seismic traces. From Ostrander (1984), to form partial summing traces, all traces fall 

within boxes which are 5 CDPs by 4 offsets in dimension and which are summed 

together forming a single output trace. Same process happens in the software, the super 

gather process analyzes a subset of seismic gathers, and calculates a number of “super-

gathers”, in which each trace represents a range of offsets. CDPs will be averaged by 

collecting adjacent CDPs and add them together. By creating the super gathers, S/N 

ratio is enhancement and random noises are also been eliminated. For this dataset, the 

super gathers are created by rolling window of 5 in both inline and cross-line, that 

means 5 CDPs bin locations are averaged. In the output bin, each gather has 90 offset 

bins ranging from 125 m to 4575 m. The number of bins in the output super gathers is 

kept as 90 folds of the original data set in order to keep the stratigraphic features in 

seismic data. It is obvious that the S/N ratio at interest zone from 2400 ms to 3000 ms 
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was improved. The comparison between before and after creating seismic super gathers 

is shown in Figure 3.19. Red dashed lines represent examples of zones where effects of 

noise are reduced. It is obvious that the reflections look sharper and some random 

noises have been removed. Figure 3.20 show the super gathers at the Well A location. 

 

Figure 3.19: Before and after creating seismic super gathers. Red dashed lines represent 

examples of zones where effects of noise are reduced. 
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Figure 3.20: Super gathers at well location from zone of interest. 

3.3.3 Angle Gather 

Elastic impedance (EI) is generalization of acoustic impedance for variable incidence 

angle (Connolly, 1999). Therefore, the range of angle of incidence needs to be 

determined at the interest interval to do elastic impedance inversion. The incident angles 

are displayed in colors on the super gather plot to decide what range of angles to 

generate angle stacks (Figure 3.21). The super gather is offset dependent so to transform 

it to the angle gather a velocity model is used. Hampson Russell software has many 

choices to specify the velocity model, for a big volume like this, the velocity volume 

which provided by company is used. The velocity volume is in root mean square (RMS) 

velocity which will be transformed to interval velocity automatically by the Hampson 

Russell software. Vertical smoother value for the RMS velocity is 500 ms. 

The maximum incident angle at the interest interval (2400 ms to 3000 ms) is 

approximately 40 degrees in the incident angle colors display. The angle gather is 

displayed in Figure 3.22. The created angle gather volume is full angles 40 degrees 
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gather, it will be used later to generate near, mid and far angle stack for elastic 

impedance inversion. 

 

Figure 3.21: The incident angles are displayed on super gather plot. 
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Figure 3.22: Angle gather (40 degrees) at the interest interval. 

3.3.4 CDP Stack 

The CDP stack is created by using all 162,306 CDPs super gather with time window 

from 0 to 5000 ms and offset range from 150 m to 4550 m by one bin trace. The 

reservoir interval UMA15 is clearly observed due to high anomaly amplitude at around 

2510 ms meanwhile the reservoir interval MMF30 is still observed with lower 

amplitude anomaly at 2930 ms. The CDP stack volume (Figure 3.23) will be used in the 

other later processes. 
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Figure 3.23: CDP super gather stack shows zone of interest. Two oval dashed blue lines 

show two reservoir intervals UMA15 and MMF30. 

 


