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ข้อความแห่งการริเร่ิม 

วิทยานิพนธ์น้ีไดน้าํเสนอวิธีการใหม่ในการจดักลุ่มขอ้มูลฟัซซีเชิงไวยากรณ์แบบสายอกัขระ 

สาํหรับขอ้มูลแบบโครงสร้าง เพื่อนาํไปใชก้บัชุดขอ้มูลสายอกัขระท่ีสร้างข้ึน และชุดขอ้มูลจริง 
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STATEMENTS OF ORIGINALITY 

A novel string grammar fuzzy clustering method is proposed in order to cluster the 

structural pattern. The algorithm is applied in synthetic and real world string datasets.

 




