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บทคดัย่อ 

การศึกษาน้ีมีวตัถุประสงค์เพื่อเปรียบเทียบวิธีการประมาณค่าสูญหายสามวิธีในการถดถอย
แบบปัวซง ไดแ้ก่ วิธีระยะห่างใกลสุ้ด (Nearest Neighbor Imputation: NNI) วิธีการถดถอยปัวซง 
(Poisson Regression Imputation: PRI) และวิธีระยะห่างใกลสุ้ดและวิธีการถดถอยปัวซงถ่วงน ้ าหนกั 
(Weighted Nearest Neighbor and Poisson Regression: WNPR)  เพื่อเสนอวิธีท่ีดีท่ีสุดในการจดัการ
กบัปัญหาค่าสูญหายในการถดถอยแบบปัวซง โดยใชก้ารจ าลองขอ้มูลแบบมอนติคาร์โลโดยมีตวัแปร
อิสระสามตวัแปรท่ีมีการแจกแจงเอกรูป ตวัแปรตามหน่ึงตวัแปรมีการแจกแจงปัวซง ขนาดตวัอย่าง
เป็น 20, 60, 100 และ 200 ก าหนดให้มีการสูญหายอยา่งสุ่มเฉพาะบางส่วน (Missing At Random : 
MAR) ร้อยละการสูญหายเป็น 5, 10 และ15 โดยก าหนดค่าพารามิเตอร์ดงัต่อไปน้ี 

ชุดท่ี 1 คือ 0.2β0.2,β0.7,β
210

  และ 0.5β
3
  

ชุดท่ี2 คือ 0.2β0.2,β0.5,β
210
  และ 0.7β

3
  

ชุดท่ี 3 คือ 07β0.5,β,20β
210
 . และ -0.2β

3
  

ชุดท่ี 4 คือ 0.2β0.8,β0.5,β
210

  และ -0.7β
3
  

และชุดท่ี 5 คือ 0.8β0.2,β0.7,β
210
  และ 0.5β

3
  

เกณฑ์ท่ีใช้ในการเปรียบเทียบวิธีการท่ีเหมาะสมคือค่าคลาดเคล่ือนก าลงัสองเฉล่ียท่ีมีค่าน้อย
ท่ีสุด (Mean Square Error: MSE) 
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ผลการศึกษาพบวา่ในพารามิเตอร์ชุดท่ี 1 วิธีถ่วงน ้ าหนกัเป็นวิธีท่ีเหมาะสมท่ีสุดพารามิเตอร์ชุด
ท่ี 2 พบวา่วิธีการถดถอยปัวซงเป็นวิธีท่ีเหมาะสมท่ีสุดท่ีเม่ือขนาดตวัอยา่งเป็น 100 และ 200 ส่วนวิธี
ถ่วงน ้าหนกัเป็นวิธีท่ีเหมาะสมท่ีสุดเม่ือขนาดตวัอยา่งเป็น 20 และ 60พารามิเตอร์ชุดท่ี 3 พบวา่วิธีการ
ถดถอยปัวซงเป็นวิธีท่ีเหมาะสมท่ีสุดท่ีในกรณีท่ีขนาดตวัอย่าง 200 ส่วนวิธีถ่วงน ้ าหนักเป็นวิธีท่ี
เหมาะสมท่ีสุดเม่ือขนาดตวัอยา่ง 20, 60 และ 100พารามิเตอร์ชุดท่ี 4 พบวา่วิธีการถดถอยปัวซงให้ค่า
ความคลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุด รองลงมาคือวธีิถ่วงน ้ าหนกัและวิธีระยะห่างใกลสุ้ดตามล าดบั
วธีิการถดถอยปัวซงเป็นวธีิท่ีเหมาะสมท่ีสุดและพารามิเตอร์ชุดท่ี 5 พบวา่วธีิการถดถอยปัวซงเป็นวิธีท่ี
เหมาะสมท่ีสุดเม่ือขนาดตวัอยา่งเป็น 60, 100 และ 200 ส่วนวธีิถ่วงน ้าหนกัเป็นวธีิท่ีเหมาะสมท่ีสุดเม่ือ
ขนาดตวัอยา่งเป็น 20 

ค าส าคญั: ค่าสูญหาย การประมาณค่า ค่าพารามิเตอร์ การถดถอยปัวซง และตวัแปรจ านวนนบั 
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ABSTRACT 

The objective of this study is to compare the three methods of the missing values in Poisson 
Regression model; the Nearest Neighbor Imputation (NNI), the Poisson Regression Imputation 
(PRI) and the Weighted Nearest Neighbor and Poisson Regression (WNPR) in order to propose the 
best method to deal with missing value issues for the Poisson regression model. Using Monte Carlo 
simulation, three independent variables with Uniform distribution, and dependent variable with 
Poisson distribution were generated. The sample size is 20, 60, 100 and 200, requiring a Missing at 
Random (MAR). The percentage of missing value is 5, 10 and 15 with the following parameters. 

Parameters set 1: 0.2β0.2,β0.7,β
210

 and 0.5β
3
  

Parameters set 2: 0.2β0.2,β0.5,β
210
 and 0.7β

3
  

Parameters set 3: 07β0.5,β,20β
210
 . and -0.2β

3
  

Parameters set 4: 0.2β0.8,β0.5,β
210

 and -0.7β
3
  

Parameters set 5: 0.8β0.2,β0.7,β
210
 and 0.5β

3
  

The criteria for comparing the most suitable method is Mean Square Error (MSE) 



 

ช 
 

The results showed that Parameters set 1; the WNPR is the most appropriate method. The 
parameters set 2 showed that the PRI is the most appropriate method when the sample size is 100 
and 200 while the WNPR is the most suitable method when the sample size is 20 and 60. The 
Parameters set 3 showed that the PRI is the most appropriate method when the sample size is 200 
while the WNPR is the most appropriate method when the sample size is 20, 60 and 100. The 
Parameters set 4 showed that the PRI gave the lowest mean square error, followed by WNPR and 
NNI, respectively thus PRI is the most appropriate method. And the parameters set 5 showed that 
PRI is the most appropriate method when the sample size is 60, 100 and 200 while the WNPR is the 
most suitable method when the sample size is 20. 

Keywords: Missing Value, Estimation, Parameter Value, Poisson Regression and Count Data  
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บทที ่1 

บทน า 

 

1.1 ประวตัิความเป็นมา 

การวิเคราะห์การถดถอย (Regression Analysis) เป็นวิธีทางสถิติท่ีใชห้าความสัมพนัธ์ระหวา่ง
ตวัแปรอิสระและตวัแปรตาม โดยท่ีตวัแปรตามเป็นเชิงปริมาณ เพื่อใชใ้นการพยากรณ์ค่าของตวัแปร
หน่ึงจากตวัแปรอ่ืนๆ การวิเคราะห์การถดถอยระหว่างตวัแปรอิสระหน่ึงตวัและตวัแปรตามหน่ึงตวั
โดยท่ีตวัแปรทั้งสองมีความสัมพนัธ์เชิงเส้นตรงกนัเรียกวา่ การวิเคราะห์การถดถอยเชิงเส้นอยา่งง่าย 
(Simple Linear Regression Analysis) หากมีตวัแปรอิสระมากกวา่หน่ึงตวั และตวัแปรตามเพียงตวั
เดียวเรียกวา่ การวิเคราะห์การถดถอยพหุ (Multiple Regression Analysis) (พรสิน สุภวาลย,์ 2556) แต่
ในการวเิคราะห์ขอ้มูลจากตวัอยา่งท่ีเก็บรวบรวมมาไดน้ั้น เม่ือตวัแปรตอบสนองหรือตวัแปรตามเป็น
จ านวนนบั การใชก้ารวเิคราะห์การถดถอยทัว่ไปท าใหก้ารเกิดความคลาดเคล่ือนสูง นกัวิจยัมกันิยมใช้
การวิเคราะห์การถดถอยปัวซง (Poisson Regression Analysis) ในการจดัการกบัขอ้มูลดงักล่าว เพื่อ
ท านายหรือพยากรณ์ค่าของตวัแปรตาม เช่น ปัจจยัท่ีส่งผลต่อจ านวนคร้ังของครอบครัวท่ีจะไปตลาด
ประจ าหมู่บา้นใน 1สัปดาห์ โดยพิจารณาจากปัจจยัต่างๆ โดยท่ีตวัแปรท่ีศึกษาหรือตวัแปรตามเป็นตวั
แปรไม่ต่อเน่ืองท่ีมีการแจกแจงปัวซง และตวัแปรท่ีแทนปัจจยัต่างๆ หรือตวัแปรอิสระ เป็นตวัแปรเชิง
ปริมาณ หรืออาจมีตวัแปรเชิงกลุ่มอยูด่ว้ยและตอ้งปรับตวัแปรเชิงกลุ่มให้เป็นตวัแปรหุ่น (ชูเกียรติ ผุด
พรมราช, 2547) 

ในการวิเคราะห์ข้อมูล การพยากรณ์ หรืองานวิจัย ปัญหาท่ีพบในการวิเคราะห์ทางสถิติ
โดยทัว่ไปปัญหาหน่ึงคือขอ้มูลสูญหาย (Missing Data) ขอ้มูลสูญหายเป็นขอ้มูลท่ีไม่ทราบค่า หากน า
ขอ้มูลเหล่าน้ีมาวิเคราะห์จะท าให้เกิดความเอนเอียง หรือเกิดความคลาดเคล่ือนสูงได ้ก่อนท่ีจะน า
ขอ้มูลเหล่าน้ีมาวิเคราะห์ตอ้งท าการจดัการกบัขอ้มูลเสียก่อนเพื่อให้ไดข้อ้มูลท่ีสมบูรณ์และเกิดความ
คลาดเคล่ือนน้อยท่ีสุด การจดัการกับข้อมูลสูญหาย นรุตม์ บุตรพลอย (2553) กล่าวว่านักวิจยัได้
พยายามท่ีจะจดัการขอ้มูลท่ีมีค่าสูญหาย เทคนิคท่ีจะน ามาประมาณค่าสูญหายมีหลายวิธี เช่น การหา
ตวัแทนของขอ้มูล หรือการแทนค่าสูญหายดว้ยค่ากลาง (Mean) หรือค่าฐานนิยม (Mode) ของกลุ่ม
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นั้นๆ ซ่ึงเป็นวิธีท่ีง่ายแต่อาจท าให้เกิดการเบ่ียงเบนของขอ้มูลดงันั้นจึงมีนกัวิจยัไดพ้ฒันาและศึกษา
เพื่อหาวธีิประมาณค่าสูญหายของขอ้มูล โดยสามารถแบ่งเทคนิคออกเป็น 3 ประเภท ดงัน้ี 

1. การตดักลุ่มขอ้มูลท่ีสูญหายทิ้งไป (Ignoring and Discarding Data) วิธีการน้ีแบ่งเป็นสอง
วธีิดงัน้ี  

1.1 Listwise Deletion เป็นวิธีตดัแถวท่ีมีค่าขอ้มูลสูญหายทิ้งทั้งหมด ซ่ึงเป็นวิธีท่ีง่าย
ท่ีสุดเพื่อใหไ้ดม้าซ่ึงกลุ่มขอ้มูลท่ีสมบูรณ์ท่ีสุด 

1.2 Pairwise Deletion จะไม่ตดัแถวท่ีขาดความสมบูรณ์ทิ้งไปแต่จะน าแถวเหล่านั้น
มาใชใ้นการประมวลผลดว้ย จะเป็นการพิจารณาทุกแถวท่ีมีค่าท่ีสนใจ 

2. การประมาณค่าพารามิเตอร์ (Parameter Estimation) ตวัอย่างวิธีการประมาณค่าไดแ้ก่ การ
ประมาณค่าความเป็นไปไดม้ากท่ีสุด (Maximum Likelihood Estimation) ซ่ึงค านวณจาก
ขอ้มูลท่ีทราบทั้งหมด ค่าความเป็นไปไดม้ากท่ีสุดจะถูกค านวณโดยแยกค านวณจากขอ้มูลท่ี
สมบูรณ์ของบางตวัแปรและค านวณจากขอ้มูลในทุกตวัแปร ค่าความเป็นไปไดม้ากท่ีสุดจาก
การค านวณทั้งสอง จะถูกใชใ้นการประมาณค่าสูญหายอีกทีหน่ึง 

3. การแทนท่ีค่าขอ้มูลสูญหายดว้ยค่าประมาณจากการค านวณ (Imputation) วิธีการน้ีจะท า
การประมาณค่าข้อมูลสูญหายโดยอาศยัความสัมพนัธ์ระหว่างกลุ่มขอ้มูล เพื่อน าไป
ประมาณค่าขอ้มูลสูญหาย การประมาณค่าสูญหายจากการค านวณ (Imputation) แบ่ง
ออกเป็นสองกลุ่มหลกั (Laaksonen, 2000) ไดแ้ก่ 

 3.1  Model-donor Imputation คือ การประมาณค่าท่ีไดม้าจากตวัแบบ (Model) ซ่ึงมีอยู่
หลากหลายวธีิ เช่น Mean Imputation, Regression Imputation, Ratio Imputation และ 
Multiple Imputation 

 3.2  Real-donor Imputation คือการประมาณค่าท่ีไดจ้ากเซตขอ้มูลของค่าท่ีสังเกตได ้
วธีิท่ีใชก้นัทัว่ไป เช่น Cold Deck Imputation, Hot Deck Imputation และ Nearest 
Neighbor Imputation 

กรณีตวัแปรตามมีลกัษณะเป็นจ านวนนับท่ีมีขอ้มูลสูญหาย จะมีวิธีการประมาณค่าสูญหาย
ไดแ้ก่ วิธีการประมาณค่าสูญหายแบบวิธีระห่างใกลสุ้ด Nearest Neighbor Imputation (NNI) ซ่ึงเป็น
วธีิการท่ีตวัแปรอิสระท่ีสมบูรณ์มาค านวณเพื่อหาระยะห่าง  วิธีการประมาณค่าสูญหายแบบ  Poisson 
Regression Imputation (PRI) เป็นวิธีท่ีน าแนวคิดจากวิธี Regression Imputation ถูกจ าลองภายใตก้าร
ถดถอยปัวซง และวิธีการประมาณค่าสูญหายแบบ Weighted Nearest Neighbor and Poisson 
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Regression (WNPR) ซ่ึงเป็นน าแนวคิดของทั้งสองวิธี คือ วิธีระยะห่างใกลสุ้ด Nearest Neighbor 
Imputation (NNI) และวิธีการประมาณค่าสูญหายแบบ  Poisson Regression Imputation (PRI) มา
ค านวณค่าขอ้มูลสูญหายโดยการถ่วงน ้าหนกั 

ดงันั้นในการศึกษาคร้ังน้ี ผูว้ิจยัสนใจท่ีจะศึกษาเปรียบเทียบวิธีการประมาณค่าสูญหายด้วย        
1. วิธีการประมาณค่าสูญหายแบบ Nearest Neighbor Imputation (NNI) 2. วิธีการประมาณค่าสูญหาย
แบบ  Poisson Regression Imputation (PRI) 3. วิธีการประมาณค่าสูญหายแบบ Weighted Nearest 
Neighbor and Poisson Regression (WNPR) และใชเ้กณฑ์ในการตดัสินใจวา่การประมาณค่าสูญหาย
ดว้ยวธีิใดใชไ้ดดี้กวา่  โดยจะเปรียบเทียบค่าความคลาดเคล่ือนระหวา่งค่าพยากรณ์ของตวัแปรตามกบั
ค่าจริงในรูปแบบ Mean Square Error (MSE) 

1.2 วตัถุประสงค์ของการศึกษา 

เพื่อเปรียบเทียบวิธีการประมาณค่าสูญหายแบบ Nearest Neighbor Imputation (NNI) วิธีการ
ประมาณค่าสูญหายแบบ Poisson Regression Imputation (PRI) และวิธีการประมาณค่าสูญหายแบบ 
Weighted Nearest Neighbor and Poisson Regression (WNPR) 

1.3 ขอบเขตของงานวจัิย 

ผูว้จิยัไดศึ้กษาในประชากรภายใตก้ารถดถอยปัวซง ซ่ึงเป็นการจ าลองขอ้มูลโดยใชโ้ปรแกรม R 
เวอร์ชัน่ 3.3.1 โดยผูว้จิยัไดก้  าหนดขอบเขตดงัน้ี 

1.3.1  ประชากร ในการศึกษาคร้ังน้ีผูว้จิยัไดก้  าหนดใหข้อ้มูลตวัแปรตามมีการแจกแจงปัวซง  
1.3.2 ตวัอย่าง ในการศึกษาคร้ังน้ีผูว้ิจยัตวัอย่าง คือ ขอ้มูลท่ีสุ่มจากประชากรท่ีท่ีมีการแจก

แจงปัวซง ท่ีมีพารามิเตอร์ λ  โดยท่ี  Xe λ   ให้มีขนาดตวัอยา่ง 20, 60, 100 และ 200 
หน่วย 

1.3.3 ตวัแปร ประกอบไปด้วยตวัแปรอิสระ X สามตวัแปร ท่ีมีการแจกแจงเอกรูป U(0,1)  
และตวัแปรตาม Y หน่ึงตวัแปร  

1.3.4 พารามิเตอร์ ประกอบไปดว้ย ความสัมพนัธ์เชิงเส้นระหวา่งตวัแปรอิสระกบัตวัแปรตาม
ทั้งหมด 3 ชุด 
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ในแต่ละสถานการณ์มีการท าซ ้ า 1,000 คร้ัง โดยใชเ้ทคนิคการจ าลองแบบมอนติคาร์โล (Monte 
carlo Simulation Technique) ท าการจ าลองในแต่ละสถานการณ์   

1.4 ประโยชน์ทีจ่ะได้รับจากการศึกษา 

เป็นแนวทางในการประมาณค่าสูญหายวิธีต่างๆ ภายใตก้ารถดถอยปัวซง เพื่อน าไปใช้ในการ
วเิคราะห์ขอ้มูลต่อไป 

1.5 นิยามศัพท์ 

1.5.1 ค่าสูญหาย คือ ค่าท่ีไม่สามารถทราบไดจ้ากตวัแปรตาม หรือค่าท่ีเกิดการสูญหายไป 
1.5.2 การประมาณค่า คือ การประมาณหรือการแทนของท่ีสนใจศึกษาในประชากรโดยไม่

ทราบค่าของตวัแปรตามวา่เป็นเท่าใด 
1.5.3 ค่าพารามิเตอร์ คือ ตวัเลขหรือค่าคงท่ีท่ีแสดงลกัษณะบางประการของประชากร หรือ

ค่าท่ีค  านวณไดจ้ากประชากร 



 

 
5 

1.5.4 การถดถอยปัวซง คือ ความสัมพนัธ์ระหวา่งตวัแปรอิสระและตวัแปรตอบสนองหน่ึงตวั
แปรโดยท่ีตวัแปรตามเป็นจ านวนนบัท่ีมีการแจกแจงปัวซง 

1.5.5 ตัวแปรจ านวนนับ คือ ตวัแปรตามท่ีมีลกัษณะเป็นจ านวนเตม็ท่ีสามารถนบัจ านวนได ้
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บทที ่2 

ทฤษฎแีละงานวจิยัที่เกีย่วข้อง 

 

การวิจยัคร้ังศึกษาเปรียบเทียบวิธีการประมาณค่าส าหรับขอ้มูลสูญหายในการถดถอย
ปัวซง (Comparison of the Estimation Methods for Missing Data in Poisson Regression) ในบทน้ีจะ
กล่าวถึงแนวคิดทฤษฎี รูปแบบของขอ้มูลท่ีสูญหายท่ีจ าลองข้ึนภายใตก้ารแจกแจงปัวซง เทคนิค
ท่ีใชใ้นการประมาณค่าขอ้มูลสูญหาย และการเปรียบเทียบวิธีการประมาณค่าส าหรับขอ้มูลสูญ
หาย เกณฑท่ี์ให้ในตดัสินใจ รวมทั้งการกล่าวถึงงานวิจยัต่างๆ ท่ีเก่ียวขอ้ง รวบรวมและพฒันา
เพื่อการแกไ้ขปัญหาค่าสูญหาย 

2.1 แนวคิดและทฤษฎี 

2.1.1 การแจกแจงทีเ่กีย่วข้อง 

 1)  การแจกแจงปัวซง 

 การแจกแจงปัวซง (Poisson distribution) เป็นการแจกแจงซ่ึงอธิบายถึงจ านวนคร้ังของ
เหตุการณ์หรือจ านวนส่ิงท่ีสนใจท่ีเกิดข้ึนในช่วงเวลาท่ีก าหนดหรือขอบเขตท่ีก าหนด เช่น จ านวน
ผูเ้สียชีวติจากอุบติัเหตุของประเทศไทย ในปี พ.ศ. 2537 ถึง 2545 ซ่ึงไดจ้ากการทดลองปัวซง (ชูเกียรติ 
ผดุพรมราช, 2547) การทดลองแบบปัวซง มีลกัษณะดงัน้ี 

1.1) สามารถแบ่งช่วงเวลาหรืออาณาบริเวณท่ีสนใจออกเป็นส่วนยอ่ยเล็กๆ ได้
เป็นจ านวนมาก จนท าให้ความน่าจะเป็นของการเกิดเหตุการณ์ 1 คร้ัง ใน
แต่ละส่วนยอ่ยเล็กๆ มีค่านอ้ยมาก 

1.2) ความน่าจะเป็นของการเกิดเหตุการณ์ 1 คร้ัง ในแต่ละส่วนย่อยเล็กๆ จะ
เป็นสัดส่วนกบัความยาวของช่วงเวลา หรือขนาดของอาณาบริเวณท่ีสนใจ 
ทั้งน้ีจ  านวนคร้ังของเหตุการณ์ท่ีเกิดข้ึนช่วงนอกเวลา หรืออาณาบริเวณท่ี
สนใจไม่มีผลกระทบต่อความน่าจะเป็นดงักล่าว 
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1.3) ความน่าจะเป็นของการเกิดเหตุการณ์มากกว่า 1 คร้ัง ในแต่ละส่วนย่อย
เล็กๆ มีค่าน้อยมากจนละทิ้งได้ ซ่ึงหมายความว่าในส่วนย่อยเล็กๆ นั้น 
จ  านวนคร้ังของเหตุการณ์ท่ีเกิดข้ึนอาจเป็น 0 หรือ 1 เท่านั้น 

1.4) ในแต่ละส่วนยอ่ยเล็กๆ จ านวนคร้ังของเกตุการณ์ท่ีเกิดข้ึนเป็นอิสระต่อกนั 

 ถา้ y เป็นจ านวนคร้ังของเหตุการณ์ท่ีเกิดข้ึนในช่วงเวลาหรืออาณาบริเวณท่ีสนใจท่ีไดจ้ากการ
ทดลองปัวซง Y จะเป็นตวัแปรสุ่มปัวซง และเรียกการแจกแจงความน่าจะเป็นของ X ซ่ึงมีฟังก์ชนั
ความน่าจะเป็น )λf(y,  ดงัน้ี 

y!

λe
λ)f(y;

yλ

   0,1,2,...y;   

โดยท่ีค่าคาดหมาย λE(Y)    
และความแปรปรวน λV(Y)    0λ;   

2.1.2 ตัวแบบการถดถอยทีเ่กีย่วข้อง 

1. ตัวแบบการถดถอยปัวซง 

  ตวัแบบการถดถอยปัวซงเป็นการหาความสัมพนัธ์ของตวัแปรตามและตวัแปรอิสระโดย
ตวัแปรตามเป็นตวัแปรไม่ต่อเน่ืองท่ีมีการแจกแจงปัวซง ส่วนตวัแปรอิสระเป็นตวัแปรเชิงคุณภาพ
หรือตวัแปรเชิงปริมาณมีขอ้ตกลงเบ้ืองตน้ดงัน้ี  

    )V(YE(Y)   
ตวัแบบการถดถอยปัวซง 

    ~~

X

~

y


 e        

 โดยท่ี λ(y) E   
 จะไดว้า่ ~~

X

~
λ



 e  เป็นตวัแบบการถดถอยปัวซง 

 และ   ~
bX

~
λ eˆ   เป็นสมการพยากรณ์ของการถดถอยปัวซง  

 จากตวัแบบการถดถอยปัวซงและสมการพยากรณ์ของการถดถอยปัวซง สามารถจดัอยูใ่นรูป
เชิงเส้นไดด้งัน้ี 
 εXλ

~~
 ln  ซ่ึงเป็นตวัแบบการถดถอยปัวซงในรูปเชิงเส้น 

และ 
~~

Xλ bˆln   เป็นสมการพยากรณ์ของการถดถอยปัวซงในรูปเชิงเส้น 
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เม่ือก าหนดให ้



























n

2

1

y

.

.

.

y

y

~

y  ขนาด n × 1 

  



























nknn

k

k

x...x

.

x

.

.

.

.

.

x...x

x...x

x

x

21

222

112

21

11

1

1

1

X   ขนาด n × (k+1) 

  





























k

2

1

0

β

.

.

.

β

β

β

~

   ขนาด (k+1)  × 1 , 





























k

2

1

0

b

.

.

.

b

b

b

~
b  ขนาด (k+1) × 1  

  



























n

2

1

~

λ

.

.

.

λ

λ

λ ขนาด n × 1   



























n

2

1

~

λ

.

.

.

λ

λ

λ

ˆ

ˆ

ˆ

ˆ ขนาด n × 1  

และ

  



























n

3

2

1

ε

.

.

.

ε

ε

ε

~
  ขนาด n × 1 

โดยท่ี 
~

y  เป็นเวกเตอร์ แถวตั้งขนาด n ท่ีมีสมาชิกท่ี i เป็น iy  เม่ือ n1,2,...,i   

 X  เป็นเมทริกซ์ ขนาด n แถว และ k+1 หลกั 
 

~

  เป็นเวกเตอร์ แถวตั้งขนาด k+1 ท่ีมีสมาชิกท่ี i เป็น iβ  

 
~
b  เป็นเวกเตอร์ แถวตั้งขนาด k+1 ท่ีมีสมาชิกท่ี i เป็น ib  

 
~
λ  เป็นเวกเตอร์ แถวตั้งขนาด n  ท่ีมีสมาชิกท่ี i เป็น iλ  
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~
λ̂  เป็นเวกเตอร์ แถวตั้งขนาด n  ท่ีมีสมาชิกท่ี i เป็น 

iλ̂  

และ 
~
  เป็นเวกเตอร์ แถวตั้งขนาด n ท่ีมีสมาชิกท่ี i เป็น iε  

2.1.3 ข้อมูลสูญหาย (Missing Data) 

 ขอ้มูลสูญหาย คือ ค่าสังเกตท่ีตอ้งการทราบค่าแต่ไม่สามารถทราบค่าได ้ขอ้มูลสูญหายสามารถ
ส่งผลกระทบต่อการวจิยัทั้งในส่วนของการวิเคราะห์และการสรุปผลตีความ โดยท่ีระดบัความรุนแรง
ของผลกระทบน้ีข้ึนอยู่กับองค์ประกอบจากหลายส่วนแต่ท่ีส าคญัก็คือ ขนาดของข้อมูลสูญหาย 
ประเภทของขอ้มูลสูญหายท่ีเกิดข้ึนและวธีิการจดัการกบัขอ้มูลสูญหาย 

2.1.4 ประเภทของข้อมูลสูญหาย (Type of Missing Data) 

 การพิจารณาประเภทของขอ้มูลสูญหายเป็นขั้นตอนท่ีส าคญั ทั้งน้ีเพราะหากสามารถทราบถึง
ลกัษณะชองขอ้มูลสูญหายจะช่วยในการพิจารณาแนวทางส าหรับจดัการกบัปัญหาความไม่สมบูรณ์
ของขอ้มูลไดอ้ยา่งเหมาะสม ซ่ึงโดยทัว่ไปมกัจ าแนกขอ้มูลสูญหายออกเป็น 3 ประเภทดว้ยกนั (ปิยะ
ภรณ์ ประสิทธ์ิวฒันเสรีและสุคนธ์ ประสิทธ์ิวฒันเสรี, 2552) คือ 

 1) Missing Completely at Random (MCAR) เป็นลกัษณะของขอ้มูลสูญหายท่ี
เกิดข้ึนอยา่งสุ่มจากค่าสังเกตทั้งหมด นัน่คือท่ีสูญหายเป็นอิสระจากตวัแปรต่างๆ 
สามารถท าการตรวจสอบลกัษณะของขอ้มูลสูญหายกลุ่มน้ีโดยการแบ่งกลุ่มของ
ค่าสังเกตเป็นกลุ่มขอ้มูลปกติและขอ้มูลสูญหายในกรณีน้ีเม่ือท าการทดสอบจะไม่
พบความแตกต่างอย่างมีนัยส าคญัระหว่างทั้งสองกลุ่มส าหรับตวัแปรต่างๆ ใน
ฐานขอ้มูล 

 2) Missing at Random (MAR) เป็นลกัษณะของขอ้มูลสูญหายซ่ึงไม่ไดเ้กิดข้ึนอยา่ง
สุ่มจากค่าสังเกตทั้งหมด แต่เกิดข้ึนอยา่งสุ่มภายในบางส่วนหรือบางกลุ่มของค่า
สังเกต นัน่คือค่าของขอ้มูลสูญหายข้ึนอยู่กบัตวัแปรอ่ืนๆ ในฐานขอ้มูลซ่ึงไม่ได้
เป็นตวัแปรท่ีเกิดขอ้มูลสูญหาย ยกตวัอย่างเช่น หากพบว่าเฉพาะกลุ่มผูท่ี้ได้รับ
การศึกษาน้อยท่ีไม่ไดใ้ห้ความร่วมมือในการตอบขอ้ค าถามเก่ียวกบัทศันคติใน
การเสพยาเสพติด ในลกัษณะน้ีสามารถกล่าวไดว้่าขอ้มูลทศันคติในการเสพยา
เสพติดมีค่าสูญหายแบบ MAR ทั้งน้ีเน่ืองจากเป็นค่าสูญหายท่ีเกิดข้ึนเฉพาะใน
บางส่วนของตวัแปรระดบัการศึกษา 
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 3) Not Missing at Random (NMAR) เป็นลกัษณะของขอ้มูลซ่ึงไม่ไดเ้กิดข้ึนอยา่ง
สุ่ม โดยค่าของขอ้มูลสูญหายข้ึนอยู่กบัค่าของขอ้มูลสมบูรณ์ในตวัแปรเดียวกนั 
รวมถึงตวัแปรตวัอ่ืนดว้ย เช่น หากขอ้มูลสูญหายของระดบัรายไดข้ึ้นอยูก่บัระดบั
รายไดใ้นแต่ละช่วงอายุ ขอ้มูลสูญหายท่ีเกิดข้ึนจดัอยูใ่นประเภท NMAR หรือใน
บางกรณีค่าของขอ้มูลสูญหายอาจไม่ข้ึนอยู่กบัตวัแปรใดๆ ในฐานขอ้มูลเลย แต่
ข้ึนอยู่กับตัวแปรอ่ืนท่ีไม่ได้ถูกเก็บรวบรวมไวใ้นการศึกษาคร้ังนั้น เช่น ค่า
น ้ าหนักตวัท่ีลดลงข้ึนอยู่กบัน ้ าหนักตวัเร่ิมตน้แต่เน่ืองจากตวัแปรน ้ าหนักตอน
เร่ิมตน้ไม่ไดถู้กรวบรวมไวใ้นฐานขอ้มูล ดงันั้นค่าสูญหายของน ้ าหนกัตวัท่ีลดลง
จึงข้ึนอยูก่บัตวัแปรนอกฐานขอ้มูล 

 2.1.5 การประมาณค่าสูญหายด้วยค่าประมาณจากการค านวณ (Imputation) 

 การศึกษาน้ีเป็นการประมาณค่าสูญหายภายใตก้ารถดถอยปัวซง โดยก าหนดให้มีขนาดตวัอยา่ง 
n  สุ่มจากประชากรทั้งหมด  Nหน่วย ประกอบดว้ยตวัแปรอิสระ X  สามตวัแปร มีขนาดสมบูรณ์
จ านวน n  หน่วย )(x ki 321k ,,;   และ r1i ,...,  ขอ้มูลตวัแปรตาม  Y มีขนาดสมบูรณ์จ านวน  r  

หน่วย และมีหน่วยตวัอยา่ง rn  หน่วยท่ีไม่สมบูรณ์ นัน่คือ iy   เป็นขอ้มูลสูญหาย ซ่ึงแสดงไดด้งัน้ี 

ตารางที ่2.1 แสดงตวัแปรอิสระและตวัแปรตามแบบสมบูณณ์และแบบท่ีมีการสูญหาย  

 
 

ก าหนด  iki yx ,  แทนค่าตัวแปรอิสระ ix  ท่ีสมบูรณ์และมีตัวแปรตาม iy  ท่ีสมบูรณ์   
r1i ,...,;   

   iik y,x   แทนค่าตวัแปรอิสระ ix   ท่ีสมบูรณ์และมีตวัแปรตาม  iy  ท่ีสูญหาย

n1,...,ri;   

การศึกษาน้ีมีวธีิการประมาณค่าสูญหายทั้งหมด 3 วธีิ ไดแ้ก่ 1. วธีิการประมาณค่าสูญหายแบบ 
Nearest Neighbor Imputation 2. วธีิการประมาณค่าสูญหายแบบ Poisson Regression Imputation     3. 
วธีิการประมาณค่าสูญหายแบบ Weighted Nearest Neighbor and Poisson Regression Imputation  

1. วธีิการประมาณค่าสูญหายแบบ Nearest Neighbor Imputation (NNI)  

ตวัแปรตาม 
1y  2y   . . . 

ry  1ry   

ตวัแปร
อิสระ 

11x .
 

21x .
 . . . 

r1x .
 

1r1x .
 

12x .  22x .  . . .  
r2x .  1r2x .  

13x .  23x .  . . . 
r3x .  1r3x .  
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Nearest Neighbor Imputation เป็นวิธีการหน่ึงท่ีจดัอยูใ่นวิธี Hot Deck (Hot Deck Method) คือ
เป็นการแทนขอ้มูลท่ีสูญหายด้วยขอ้มูลท่ีทราบค่าโดยวิธีน้ีเป็นวิธีท่ีมีประสิทธิภาพมากกว่าวิธี Hot 
Deck อ่ืนๆ (เช่น Sequence Hot -  decking , Random Hot – decking) ซ่ึงวิธี Nearest Neighbor 
Imputation จะประมาณค่าโดยใช้ค่าใกล้สุดโดยพิจารณาเลือกหน่วยตัวอย่างจากชุดข้อมูล 
 ikii2i1 yxxx ,...,  ท่ีทราบค่าท่ีมีลกัษณะคลา้ยคลึงกบัหน่วยตวัอยา่งท่ีเกิดค่าสูญหายมากท่ีสุด จากนั้น
แทนค่าขอ้มูลสูญหายดว้ยค่าของหน่วยตวัอยา่งท่ีคลา้ยคลึงกนั (เพียงออ ยสีา, 2551) 

ก าหนดให้ NNI

iy    n1, . . . ,ri;  คือค่าท่ีไดจ้ากการประมาณแบบ NNI พิจารณาความคลา้ย
จากระยะทางยคุลิด (Euclidean Distance) ดงัน้ี 

ก าหนดให ้  
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1k

ikkiikki xx)xdist(x 


 ,          ส าหรับ ri1 i,   และ n1,...,ri   

 เม่ือ )),x(dist(xminy ikki
ri1

i 


   

 จะไดว้า่ i

NNI

i yy   
  

2. วธีิการประมาณค่าสูญหายแบบ Poisson Regression Imputation (PRI) 
 

การประมาณค่าสูญหายแบบ Poisson Regression Imputation (PRI) จดัเป็นเทคนิคท่ีใชใ้นการ
ประมาณค่าสูญหายท่ีมีแนวคิดการใชแ้บบ Regression Imputation ซ่ึงเป็นเทคนิคพื้นฐานโดยใชก้าร
ถดถอยปัวซงจากชุดขอ้มูล  ikii2i1 yxxx ,,...,  r1i ,...,;   ท่ีทราบค่า เม่ือตวัแปรตามส่วนหน่ึงมีค่า
สูญหาย )(yPRI

i  n1,...,ri;   จะพยากรณ์ค่าสูญหายดว้ยสมการถดถอยปัวซงโดยค านวณค่า
สัมประสิทธ์ิการถดถอยจากชุดขอ้มูล  ikii2i1 yxxx ,,...,  ท่ีเหลืออยู ่นัน่คือ  

 

ส่วนที่1 สมการการถดถอยปัวซงส าหรับขอ้มูลท่ีสมบูรณ์ 

  
kiki110 xbxbb

i eλ



...ˆ   r1i ,...,;    

ส่วนที่2 การพยากรณ์ค่าสูญหายดว้ยสมการถดถอยปัวซง 

   ikki110 xbxbbPRI

i ey  

 
...   n1,...,ri;   

 

3. วธีิการประมาณค่าสูญหายแบบ Weighted Nearest Neighbor and Poisson Regression 
Imputation (WNPR)  

 

วิธี Weighted Nearest Neighbor and Poisson Regression Imputation เป็นวิธีการประมาณค่า
สูญหายท่ีพฒันาโดยน าแนวคิดของสองวิธีการประมาณค่าสูญหายด้วยการรวมเขา้ด้วยกนัโดยรวม
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วธีิการประมาณค่าสูญหายแบบ Nearest Neighbor Imputation และวิธี Poisson Regression Imputation 
แลว้ถ่วงน ้าหนกั 

  

ก าหนดให ้ WNPR

iy   n1,...,ri;   คือค่าท่ีไดจ้ากวิธีการประมาณค่าสูญหายแบบ (WNPR) 
 PRI

ii

NNI

ii

WNPR

i )yw1ywy   (  
เม่ือ U(0,1)~Wi  

 









50U1

50U0
w i

.

.  

โดยท่ี iw    n1,...,ri;   เป็นค่าท่ีใชใ้นการถ่วงน ้าหนกัระหวา่ง NNI และ PRI 
 

2.1.6 เกณฑ์ในการตัดสินใจ  
 

เกณฑ์ในการการตดัสินใจว่าการประมาณค่าสูญหายว่าวิธีใดประมาณค่าได้ดีกว่า จากการ
เปรียบเทียบค่าความคลาดเคล่ือนระหว่างค่าพยากรณ์ของตวัแปรตามกบัค่าจริงในรูปแบบ Mean 
Square Error (MSE) โดยสามารถค านวณจากสมการดงัน้ี 

  
n

yy

MSE

n

1i

2

ii






)ˆ(

 

เม่ือ iy  แทนค่าจริงของขอ้มูลตวัแปรตามท่ี  i 
 iŷ  แทนค่าประมาณของขอ้มูลตวัแปรตามตวัท่ี i 
 n  แทนขนาดของตวัอยา่ง 
  

 ในการเปรียบเทียบวิธีการประมาณ จะใช้ค่าเฉล่ียของแต่ละ MSE ท่ีได้ในแต่ละรอบมา
เปรียบเทียบ ถา้วธีิการประมาณใดใหค้่าเฉล่ีย MSE ต ่ากวา่ แสดงวา่เป็นวธีิการประมาณท่ีดีกวา่ 

2.2 งานวจัิยทีเ่กี่ยวข้อง 

Fatma El Zahraa S. Salama, Ahmed M. Gad และ M. Mohamed (2016) ไดท้  าการศึกษาเปรียบเทียบ
แบบจ าลองข้อมูลระยะยาวแบบนับท่ีมีค่าสูญหาย โดยเปรียบเทียบภายใต้การแจกแจงแบบปัวซง มี
วตัถุประสงค์เพื่อเปรียบเทียบ วิธีการวิเคราะห์ท่ีแตกต่างกนัส าหรับขอ้มูลจ านวนนับแบบระยะยาวท่ีมี
ขอ้มูลสูญหาย โดยศึกษาจ าลองเพื่อเปรียบเทียบวธีิการต่างๆ ภายใตส้ถานการณ์ท่ีแตกต่างกนั นอกจากน้ียงั
ศึกษาในขอ้มูลจริงดว้ย ก าหนดวิธีการสูญหายของขอ้มูลดว้ยวิธี  MCAR และ วิธี MAR ขนาดตวัอยา่งเป็น 
20 50 และ 100 อตัราการสูญหายเป็นต ่าและสูง วิธีการสูญหายคือ วิธีการประมาณสมการนยัทัว่ไป (GEE) 
วธีิการถ่วงน ้าหนกัการประมาณสมการนยัทัว่ไป (WGEE) และ วธีิการประมาณค่าจากการค านวณหลายคร้ัง
ดว้ยการผูกสมการ  (MICE) เปรียบเทียบวิธีประมาณโดย วิธีเอนเอียงสัมพนัธ์ (RB) ผลลพัธ์ในตารางท่ี 2 
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จากผลลพัธ์ในกลุ่ม MCAR จะเห็นไดว้า่วิธีการทั้งหมดสร้างการประมาณท่ีค่อนขา้งเป็นกลาง ความเอน
เอียงสัมพทัธ์ต ่ากวา่ 30 % ส าหรับวิธีการทั้งหมดท่ีมีการเปล่ียนแปลงเล็กนอ้ย เม่ืออตัราการสูญหายและ
ขนาดตวัอย่างท่ีเปล่ียนแปลงไป ภายใต ้MCAR วิธี WGEE จะเอนเอียงน้อยกว่า และภายใต ้MAR วิธี 
WGEE นั้นดีกวา่ในหลายกรณี 

 พชัรีพร สนรักษา, พชัรี วงษเ์กษม และ คณินทร์ ธีรภาพโอฬาร (2555) ไดศึ้กษาการประมาณ
และการเปรียบเทียบตวัประมาณค่าเฉล่ียในการส ารวจตวัอย่างเม่ือมีขอ้มูลสูญหายในการวิเคราะห์
สมการถดถอยเชิงเส้นอยา่งง่าย คือ วิธีประมาณขอ้มูลสูญหายดว้ยค่าเฉล่ีย วิธีประมาณขอ้มูลสูญหาย
ดว้ยค่าอตัราส่วน วิธีประมาณขอ้มูลสูญหายดว้ยค่าคอมโพรไมซ วิธีประมาณขอ้มูลสูญหายด้วยค่า
ถดถอยของค่าเขา้ใกลสุ้ดแบบถ่วงน ้ าหนกั วิธีการหาตวัประมาณค่าของ Singh และวิธีการปรับตวั
ประมาณของค่าใหม่  โดยใช้เกณฑ์การเปรียบเทียบประสิทธิภาพโดยใช้ค่า The root mean square 
error (RMSE) ผลการทดลองพบวา่ วธีิการปรับตวัประมาณของค่าใหม่มีประสิทธิภาพดีกวา่วิธีการปะ
มาณขอ้มูลสูญหายวธีิอ่ืนๆ 

ภาคย ์สิทธิผกาผล (2555) ไดศึ้กษาการเปรียบเทียบวิธีการประมาค่าท่ีเก็บไม่ได ้3 วิธี ไดแ้ก่ วิธีการ
ถดถอยพหุเชิงเส้น วธีิระยะห่างสุด และวธีิค่าเฉล่ีย โดยการจ าลองประชากร ขนาด 5,000 หน่วย แลว้ท าการ
สุ่มตวัอยา่งขนาด 60, 80, 100, 150, 300 และ 500 มีตวัแปรท่ีศึกษา Y และตวัแปรอิสระ X 6 ตวั สัมประสิทธ์ิ
สหสัมพนัธ์ระหวา่ง X กบั Y อยู ่3 ระดบัคือระดบัต ่า ระดบัปานกลางและระดบัสูง โดยใชโ้ปรแกรมอาร์ สุ่ม
ตวัอย่างซ ้ า 1,000 คร้ังจากแต่ละประชากรให้มีขนาดเล็ก ขนาดกลางและขนาดใหญ่สุ่มค่าสังเกต Y ใน
ตวัอยา่งทิ้ง 5, 10, 15 และ 20 เปอร์เซ็นตถื์อวา่เป็นค่าท่ีเก็บรวบรวมไม่ได ้ผลการศึกษาพบวา่ค่าสัมประสิทธ์ิ
การแปรผนัของตวัประมาณมีแนวโน้มลดลงเม่ือมีขนาดตวัอย่างและร้อยละของขอ้มูลท่ีสูญหายเพิ่มข้ึน 
วิธีการถดถอยพหุเชิงเส้นให้ค่าสัมประสิทธ์ิการแปรผนัของตวัประมาณต ่าสุดและวิธีค่าเฉล่ีย ให้ค่า
สัมประสิทธ์ิการแปรผนัของตวัประมาณสูงสุด เม่ือตวัแปร Y และตวัแปร X 6 ตวัมีสัมประสิทธ์ิสหสัมพนัธ์
ในระดบัปานกลางและระดบัสูง วิธีการถดถอยพหุเชิงเส้นให้ค่าสัมประสิทธ์ิการแปรผนัของตวัประมาณ
ต ่าสุดและวธีิการประมาณแบบวธีิระยะห่างต ่าสุดใหค้่าสัมประสิทธ์ิการแปรผนัของตวัประมาณสูงสุด เม่ือ
ตวัแปร Y และตวัแปร X 6 ตวั มีสัมประสิทธ์ิสหสัมพนัธ์ในระดบัต ่า 

อุษณีย ์ วงศอ์ามาตย ์(2555) ไดท้  าการเปรียบเทียบวิธีการประมาณค่าสูญหายแบบนอนอิกนอร์
เรเบิล ในการวิเคราะห์การถดถอยเชิงเส้นพหุ วิธีการประมาณค่าสูญหายท่ีใชใ้นงานการวิจยัน้ีคือ วิธี 
EM Algorithm (EM) วิธี K-Nearest Neighbor Imputation (KNN) และวิธี Predictive Mean Matching 
Imputation (PMM) ขอ้มูลท่ีใชใ้นการศึกษาไดจ้ากการจ าลองโดยมีสัดส่วนของการสูญหาย 3 ระดบั
คือ 10%, 20%, 30% และมีระดบัของการสูญหายแบบนอนอิกนอร์เรเบิล 3 ระดบัคือ ไม่มี, ปานกลาง, 
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สูง จากการเปรียบเทียบค่าเฉล่ียของค่าเฉล่ียความคลาดเคล่ือนก าลงัสอง (average mean square error; 
AMSE) พบวา่ i) วธีิการประมาณทุกวิธีสามารถประมาณไดดี้ข้ึนเม่ือขนาดตวัอยา่งมีขนาดใหญ่ข้ึน ii) 
วธีิการประมาณทุกวธีิประมาณไดแ้ยล่งเม่ือส่วนเบ่ียงเบนมาตรฐานของค่าความคลาดเคล่ือน สัดส่วน
ของการสูญหาย และ ระดบัของการสูญหายแบบอิกนอร์เรเบิล มีค่าเพิ่มข้ึน iii) โดยรวมแลว้ิธี EM 
ประมาณค่าไดดี้ท่ีสุดเม่ือส่วนเบ่ียงเบนมาตรฐานของค่าความคลาดเคล่ือนมีค่าไม่สูง (10-30) และ iv) 
วธีิ KNN ประมาณค่าไดดี้ท่ีสุดเม่ือส่วนเบ่ียงเบนมาตรฐานของค่าความคลาดเคล่ือนมีค่าสูง (90) 

ทตัดา หิรัญพต (2554) ไดท้  าการศึกษาเปรียบเทียบประสิทธิภาพของวิธีการประมาณค่าขอ้มูลสูญ
หาย (Imputation Method) ระหวา่ง วธีิการประมาณค่าขอ้มูลสูญหาย ดว้ยค่าถดถอย (RI) กบัวิธีการประมาณ
ขอ้มูลสูญหายดว้ยค่าถดถอยแบบสโทแคสติก (SRI) โดยก าหนดขนาดตวัอยา่งเท่ากบั 50, 100, 200 และ 300 
สุ่มโดยขั้นตอนวธีิของเบบ็บิงตนั (Bebbington algotithm) ซ่ึงใชว้ธีิการชกัตวัอยา่งแบบสุ่มเชิงเดียวชิดไม่คืน
ท่ี (Simple random sampling without replacement หรือ SRSWOR) และก าหนดเปอร์เซ็นตข์องขอ้มูลสูญหาย
ของตวัอยา่ง เท่ากบั 5%, 10%, 15% และ 20% ของขนาดตวัอยา่ง ผลการศึกษาการเปรียบเทียบประสิทธิภาพ
ระหวา่งวธีิการประมาณค่าขอ้มูลสูญหายนั้น ไดว้ดัจาก ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของค่าประมาณของ
ขอ้มูลสูญหาย (MSE) โดยไดข้อ้สรุปวา่ วิธีการประมาณขอ้มูลสูญหายดว้ยค่าถดถอย (RI) มีประสิทธิภาพ
มากกวา่วธีิการประมาณขอ้มูลสูญหายดว้ยค่าถดถอยแบบสโทแคสติก (SRI) 

เพียงออ ยสีา (2551) ไดท้  าการเปรียบเทียบวธีิการประมาณค่าสูญหายในการวิเคราะห์การถดถอยเชิง
เส้น มีวตัถุประสงคเ์พื่อศึกษาและเปรียบเทียบวิธีการประมาณค่าสูญหายของตวัแปรตามในการวิเคราะห์
การถดถอยเชิงเส้นเพื่อการพยากรณ์โดยพิจารณาขอ้มูล 2 ลกัษณะ คือขอ้มูลภาคตดัขวาง และขอ้มูลอนุกรม
เวลาท่ีมีปัจจยัดา้นแนวโน้มและปัจจยัฤดูกาลเขา้มาเก่ียวขอ้งโดยท าการประมาณค่าสูญหายด้วยวิธีการ 
Regression Imputation (RI) วิธี Nearest Neighbor Imputation (NNI) วิธี Weighted Nearest Neighbor and 
Regression Imputation (WNR) และวิธี EM algorithm (EM) โดยจ าลองขอ้มูลซ่ึงก าหนดขนาดตวัอยา่ง 50, 
100 และ 200 ส่วนเบ่ียงเบนมาตรฐาน 5, 10, 15, 20 และ 25 ร้อยละการสูญหายของตวัแปรเป็น 5, 10 และ 20 
ตามล าดบั ซ่ึงก าหนดใหต้วัแปรอิสระมีการแจกแจงปกติ ซ่ึงเกณฑ์ในการเปรียบเทียบประสิทธิภาพในการ
ประมาณค่าสูญหายจะใช้ค่า MAPE จากการศึกษาได้ผลดังน้ี ส าหรับข้อมูลภาคตดัขวาง กรณีท่ีค่า
สหสัมพนัธ์ระหวา่งตวัแปรตามกบัตวัแปรอิสระทั้ง 2 ตวัสูง เม่ือส่วนเบ่ียงเบนมาตรฐานอยูใ่นระดบัต ่าถึง
ปานกลาง วิธี RI และ EM มีค่า MAPE ต ่ากวา่วิธีอ่ืน เม่ือส่วนเบ่ียงเบนมาตรฐานอยูใ่นระดบัสูงวิธี WNR 
ใหผ้ลดีกวา่วธีิอ่ืน กรณีท่ีค่าสหสัมพนัธ์ระหวา่งตวัแปรตามกบัตวัแปรอิสระตวัหน่ึงสูงมากและอีกตวัหน่ึง
ปานกลาง วิธี RI และ EM จะให้ผลดีกวา่วิธีอ่ืนๆ ส าหรับขอ้มูลอนุกรมเวลา วิธี WNR มีค่า MAPE ต ่ากวา่
วธีิการประมาณค่าอ่ืนๆ ในกรณีท่ีขอ้มูลท่ีมีอิทธิพลของฤดูกาลสูง และวธีิ NNI จะใหผ้ลดีเม่ือส่วนเบ่ียงเบน
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มาตรฐานอยู่ในระดบัสูง ส าหรับขอ้มูลท่ีมีอิทธิพลจากปัจจยัแนวโนม้สูงวิธี RI และ EM เป็นวิธีท่ีให้ผล
ดีกวา่วธีิอ่ืน กรณีท่ีขอ้มูลมีอิทธิพลจากปัจจยัแนวโนม้และปัจจยัฤดูกาลระดบัปานกลาง เม่ือส่วนเบ่ียงเบน
มาตรฐานเพิ่มสูงข้ึนวธีิ WNR เป็นวธีิท่ีมีค่า MAPE ต ่ากวา่วธีิการประมาณค่าอ่ืนๆ  
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บทที ่3 

วธีิการด าเนินการวจิยั 

 

การวิจยัน้ีเป็นการวิจยัเชิงทดลอง มีวตัถุประสงค์ เพื่อเปรียบเทียบวิธีการประมาณค่าส าหรับ
ขอ้มูลสูญหายในการถดถอยปัวซง โดยท าการประมาณค่าสูญหายของตวัปปรตามสามวิธี ไดป้ก่ 1. 
วิธีการประมาณค่าสูญหายปบบระยะห่างใกลสุ้ด (Nearest Neighbor Imputation: NNI)  2. วิธีการ
ประมาณค่าสูญหายปบบการถดถอยปัวซง (PoissonRegression Imputation: PRI) 3. วิธีการประมาณ
ค่าสูญหายปบบถ่วงน ้ าหนกั (Weighted Nearest Neighbor and PoissonRegression Imputation: 
WNPR) โดยท าการเปรียบเทียบดว้ยวธีิค่าความคลาดเคล่ือนระหวา่งค่าประมาณของตวัปปรตามกบัค่า
จริง ดว้ยวิธีค่าคลาดเคล่ือนก าลงัสองเฉล่ีย (Mean Squared Error: MSE) ดงันั้นในบทน้ีจะกล่าวถึง
วธีิการประมาณค่าสูญหายปละขั้นตอนการด าเนินการศึกษา 

3.1 แผนการด าเนินการวจัิย 

 การวิจยัน้ีเป็นการประมาณค่าสูญหายของตวัปปรตามในการถดถอยปัวซง เม่ือขอ้มูลตวัปปร
ตามมีการสูญหายปบบสุ่ม (Missing At Random: MAR) โดยท าการประมาณค่าสูญหายของตวัปปร
ตามทั้ งสามวิธี  ท่ีขนาดตัวอย่าง 4 ระดับ ค่าร้อยละการสูญหายของตัวปปรตามสามระดับ 
ค่าพารามิเตอร์ ประกอบไปดว้ยความสัมพนัธ์เชิงเส้นระหว่างตวัปปรอิสระกบัตวัปปรตามทั้งหมด 5 
ชุด ปละตวัปปรอิสระจ านวนสามตวั จากนั้นเปรียบเทียบความคลาดเคล่ือนระหวา่งค่าประมาณของตวั
ปปรตามกบัค่าจริง ในรูปปบบ MSE ของค่าประมาณท่ีไดจ้ากการประมาณค่าสูญหายทั้งสามวิธี เพื่อ
หาวธีิท่ีเหมาะสมในปต่ละสถานการณ์ 

3.2 ขั้นตอนการด าเนินการวิจัย 

 การวิจยัคร้ังน้ีจะสร้างขอ้มูลตวัปปรตามปละตวัปปรอิสระ  ภายใตก้ารปจกปจงถดถอยปัวซง 
(Poisson Regression) โดยท าการสร้างปบบจ าลองสถานการณ์ดว้ยโปรปกรม R Version 3.3.1 ซ่ึง
ด าเนินการดงัน้ี 
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1. ประชากร ในการศึกษาคร้ังน้ีผูว้จิยัไดก้  าหนดใหข้อ้มูลตวัปปรตามท่ีมีการปจกปจงปัวซง 

2. กลุ่มตวัอย่างท่ีถูกจากประชาการท่ีมีการปจกปจงปัวซง เท่ากบั 20, 60, 100 ปละ 200 
หน่วย 

3. จ าลองข้อมูล ก าหนดค่าพารามิเตอร์ β  ประกอบด้วยพารามิเตอร์จ านวน 5 ชุด  
ขนาดตวัอยา่ง 20, 60, 100 ปละ 200 หน่วย ค่าร้อยละการสูญหายเป็น 5 10 ปละ 15  

3.1 พารามิเตอร์ชุดท่ี 1 คือ 0.2β0.2,β0.7,β
210

  และ 0.5β
3
  

3.2 พารามิเตอร์ชุดท่ี 2 คือ 0.2β0.2,β0.5,β
210
  และ 0.7β

3
  

3.3 พารามิเตอร์ชุดท่ี 3 คือ 07β0.5,β,20β
210
 . ปละ -0.2β

3
  

3.4 พารามิเตอร์ชุดท่ี 4 คือ 0.2β0.8,β0.5,β
210

  ปละ -0.7β
3
   

3.5 พารามิเตอร์ชุดท่ี 5 คือ 0.8β0.2,β0.7,β
210
  และ 0.5β

3
  

 

4. ก าหนดตวัปปรประกอบไปดว้ยตวัปปรอิสระ X จ านวน 3 ตวัปปร โดยท่ี ท่ีมีการปจกปจง
เอกรูป U(0,1)  โดยท่ีมีพารามิเตอร์ λ  โดยท่ี  Xe λ   ปละตวัปปรตาม Y ท่ีมีการปจก
ปจงปบบปัวซง (n, λ )  

5. ก าหนดใหข้อ้มูลมีการหายไปอยา่งสุ่ม (MAR) ในตวัปปรตาม Y โดยก าหนดร้อยละการ
สูญหายเท่ากบั 5, 10 ปละ 15  

6. ประมาณค่าสูญหายดว้ยวิธีการประมาณทั้งสามวิธี โดยสร้างปบบจ าลองสถานการณ์ใน
โปรปกรม R 

7. ก าหนดจ านวนรอบของการท าซ ้ าจ  านวน 1,000 รอบ 
8. เปรียบเทียบความคลาดเคล่ือนระหวา่งค่าประมาณของตวัปปรตามกบัค่าจริง ในรูปปบบ 

MSE 
 รายละเอียดดงัภาพท่ี 3.1 
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 การจ าลองขอ้มูลตามท่ีไดก้ล่าวไว ้สามารถเขียนสรุปเป็นปผนผงัการด าเนินงานไดด้งัน้ี 
    

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

ภาพที ่3.1 ปผนผงัการด าเนินงาน 

ไม่ใช่ 

ใช่ 

เร่ิมตน้ 

ก าหนดประชากรท่ีมีการปจกปจงปัวซง 

สุ่มตวัอยา่งขนาด n  

ก าหนดใหข้อ้มูลมีการหายไปอยา่งสุ่ม 

ประมาณค่าสูญหายดว้ยวธีิการประมาณทั้ง 

3 วธีิ 

หาค่า Mean Squared Error (MSE) 
 

เปรียบเทียบค่า MSE ของวธีิทั้ง 3 วธีิ 

1000 รอบ 

จบ 

ก าหนดค่าพารามิเตอร์ 

ก าหนดตวัปปรอิสระปละตวัปปรตาม 
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บทที ่4 

ผลการศึกษา 

 
ในบทน้ีจะกล่าวถึงผลการศึกษาของการประมาณค่าสูญหายดว้ยวธีิการประมาณค่าสูญหายทั้ง 3 

วธีิ โดยท าการจ าลองขอ้มูลใหมี้การจจกจจงปัวซง ท่ีมีขนาดตวัอยา่ง 20, 60, 100 จละ 200 หน่วย จละ
จ าลองใหข้อ้มูลมีการสูญหายไปอยา่งสุ่มดว้ยวธีิ MAR โดยมีร้อยละของการสูญหายเป็น 5, 10 จละ 15 
ของขนาดตวัอยา่ง ท่ีมีค่าพารามิเตอร์ดงัต่อไปน้ี 

ชุดท่ี 1 คือ 0.2β0.2,β0.7,β
210

  จละ 0.5β
3
   

ชุดท่ี 2 คือ 0.2β0.2,β0.5,β
210
  จละ 0.7β

3
   

ชุดท่ี 3 คือ 07β0.5,β,20β
210
 . จละ -0.2β

3
   

ชุดท่ี 4 คือ 0.2β0.8,β0.5,β
210

  จละ -0.7β
3


  
จละชุดท่ี 5 คือ 0.8β0.2,β0.7,β

210
  จละ 0.5β

3


 
 

มีการท าซ ้ าจ  านวน 1,000 รอบโดยในจต่ละสถานการณ์ใช้จบบจ าลองมอนติคาร์โล (Monte 
carlo Simulation Technique) พร้อมทั้งมีการเปรียบเทียบวธีิการประมาณค่าสูญหายของขอ้มูลทั้ง 3 วิธี
ดว้ยวธีิ Mean Squared Error (MSE)  

ส่วนท่ี 1 ผลการประมาณค่าสูญหายของข้อมูลด้วยวิธีการประมาณทั้ งสามวิธี ในจต่ละ
สถานการณ์ 

ส่วนท่ี 2 กราฟจสดงผลการประมาณค่าสูญหายทั้งสามวธีิ 
ก าหนดสัญลกัษณ์ท่ีใชใ้นการน าเสนอผลการศึกษาดงัน้ี 
n  หมายถึง  ขนาดตวัอยา่ง 
  หมายถึง  พารามิเตอร์จสดงขนาดจละทิศทาง 
NNI หมายถึง  วธีิการประมาณค่าสูญหายใกลสุ้ด 
PRI หมายถึง  วธีิประมาณค่าสูญหายดว้ยวธีิการถดถอยจบบปัวซง 
WNPR หมายถึง  วธีิการประมาณค่าสูญหายถ่วงน ้าหนกั 
MSE หมายถึง  ค่าคลาดเคล่ือนก าลงัสองเฉล่ีย 
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4.1 ผลการประมาณค่าสูญหายของข้อมูลด้วยวธีิการประมาณค่าทั้งสามวธีิ ในแต่ละสถานการณ์ 

การประมาณค่าสูญหายของขอ้มูลดว้ยวิธีการประมาณค่าทั้งสามวิธีไดจ้ก่ วิธีการประมาณค่า
สูญหายจบบ Nearest Neighbor Imputation (NNI) วิธีการประมาณค่าสูญหายจบบ Poisson 
Regression Imputation จละวิธีการประมาณค่าสูญหายจบบ Weighted Nearest Neighbor and Poisson 
Regression Imputation (WNPR) ในจต่ละสถานการณ์ตามค่าพารามิเตอร์ท่ีก าหนด  

จากตารางท่ี 4.1-4.5 เป็นการเปรียบเทียบวิธีการประมาณค่าสูญหายโดยวิธีต่างๆ จละท าการ
เปรียบเทียบโดยใชเ้กณฑ์เปรียบเทียบดว้ยวิธี MSE โดยท่ี n มีขนาด 20, 60, 100 จละ 200 จละค่าร้อย
ละของการสูญหายเป็น 5, 10 จละ 15 พบวา่พารามิเตอร์ชุดท่ี 1 ชุดท่ี 2 ชุดท่ี 3 จละชุดท่ี 5 วิธี NNI  ให้
ค่า MSE ต ่าสุด จต่เน่ืองจากค่า MSE ท่ีต ่าลง เม่ือร้อยละการสูญหายเพิ่มมากข้ึน ฉะนั้นจึงไม่จนะน าให้
ใช ้จละวิธี PRI ให้ค่า MSE ท่ีต ่าท่ีสุดในพารามิเตอร์ชุดท่ี 4 วิธี PRI จึงเหมาะสมในกรณี พารามิเตอร์
ชุดท่ี 4 

 เม่ือพิจารณาท่ีค่าร้อยละการสูญหายพบวา่ เม่ือร้อยละการสูญหายเพิ่มมากข้ึน วิธี PRI จละวิธี 
WNPR จะให้ค่า MSE ท่ีเพิ่มข้ึนตามไปดว้ย ในขณะท่ีชุดพารามิเตอร์ท่ี 1, 2, 3 จละ 5 วิธี NNI ให้ค่า 
MSE ต ่าลง 
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ตารางที ่4.1 ค่าประมาณขอ้มูลสูญหายดว้ยวิธีการประมาณค่าสูญหายสามวธีิ ขนาดตวัอยา่ง ร้อย
ละการสูญหาย เม่ือค่าพารามิเตอร์เป็น 0.2β0.2,β0.7,β

210
  จละ 0.5β

3
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
หมายเหตุ *หมายถึง ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิในจต่ละสถานการณ์มีค่านอ้ยท่ีสุด 
 

พิจารณาตารางท่ี 4.1 พารามิเตอร์ชุดท่ี 1 ประกอบด้วย 0.2β0.2,β0.7,β
210

  จละ 

0.5β
3
 พิจารณาท่ี n มีขนาด 20, 60, 100 จละ 200 เม่ือค่าร้อยละการสูญหายเป็น 5,10 จละ 15 พบวา่

วธีิ NNI ใหค้่า MSE ต ่าสุด รองลงมาคือ วธีิ WNPR จละ วธีิ PRI ตามล าดบั เม่ือพิจารณาท่ีวิธี NNI เม่ือ
ค่าร้อยละการสูญหายเพิ่มมากข้ึน ค่า MSE มีค่าท่ีต ่าลง จละพิจารณาท่ีขนาดตวัอยา่งพบวา่ เม่ือขนาด
ตวัอยา่งเพิ่มข้ึนค่า MSE ข้ึนลงไม่สม ่าเสมอ ในขณะท่ีวิธี PRI จละวิธี WNPR เม่ือค่าร้อยละการสูญ
หายเพิ่มมากข้ึน ค่า MSE มีค่าท่ีเพิ่มข้ึนตามไปดว้ย จต่ขนาดตวัอย่างเพิ่มมากข้ึนค่า MSE ข้ึนลงไม่
สม ่าเสมอ 
 
 
 
 

n ร้อยละการ
สูญหาย 

Method 

NNI PRI WNPR 
20 5 0.5691* 0.5948 0.5857 

10 0.5612* 0.6157 0.5964 
15 0.5530* 0.6452 0.6122 

60 5 0.5560* 0.5824 0.5676 
10 0.5378* 0.5926 0.5849 
15 0.5153* 0.5898 0.5908 

100 5 0.5542* 0.5803 0.5711 
10 0.5355* 0.5848 0.5880 
15 0.5150* 0.5902 0.5982 

200 5 0.5666* 0.5933 0.5955 
10 0.5444* 0.5989 0.6219 
15 0.5156* 0.5949 0.6253 
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ตารางที ่4.2 ค่าประมาณขอ้มูลสูญหายดว้ยวิธีการประมาณค่าสูญหายสามวิธี ขนาดตวัอยา่ง ร้อย
ละการสูญหาย เม่ือค่าพารามิเตอร์เป็น 0.2β0.2,β0.5,β

210
  จละ 0.7β

3
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
หมายเหตุ *หมายถึง ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิในจต่ละสถานการณ์มีค่านอ้ยท่ีสุด 
 

พิจารณาตารางท่ี 4.2 พารามิเตอร์ชุดท่ี 2 ประกอบด้วย 0.2β0.2,β0.5,β
210
  จละ 

0.7β
3
  พิจารณาท่ี n มีขนาด 20, 60, 100 จละ 200 เม่ือค่าร้อยละการสูญหายเป็น 5, 10 จละ 15 

พบวา่วิธี NNI ให้ค่า MSE ต ่าสุด รองลงมาคือ วิธี WNPR ในขนาดตวัอยา่งท่ี 20 จละ 60  จละวิธี PRI 
ในขนาดตวัอยา่งท่ี 100 จละ 200  

ขนาดตวัอย่างท่ี 20 เม่ือร้อยละการสูญหายมากข้ึนพบว่าค่า MSE มีค่าสูงข้ึนในทั้ง 3 วิธี 
พิจารณาท่ี n=60, 100 จละ 200 ในวธีิ NNI เม่ือร้อยละการสูญหายเพิ่มข้ึนค่า MSE มีค่าต ่าลง ในขณะท่ี
วธีิ PRI จละ WNPR เม่ือร้อยละการสูญหายเพิ่มข้ึน พบวา่ค่า MSE มีค่าสูงข้ึน 
 
 
 
 
 

n ร้อยละการ
สูญหาย 

Method 

NNI PRI WNPR 
20 5 0.7971* 0.8613 0.8338 

10 0.8132* 0.9110 0.8663 
15 0.8291* 0.9037 1.0407 

60 5 0.7701* 0.8019 0.7882 
10 0.7547* 0.8429 0.8341 
15 0.7045* 0.8532 0.8807 

100 5 0.7705* 0.8044 0.8049 
10 0.7340* 0.8105 0.8948 
15 0.7009* 0.8196 0.9455 

200 5 0.7743* 0.8089 0.8892 
10 0.7321* 0.8102 0.9296 
15 0.6964* 0.8108 0.9493 
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ตารางที ่4.3 ค่าประมาณขอ้มูลสูญหายดว้ยวิธีการประมาณค่าสูญหายสามวิธี ขนาดตวัอยา่ง ร้อย
ละการสูญหาย เม่ือค่าพารามิเตอร์เป็น 07β0.5,β,20β

210
 . จละ -0.2β

3
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
หมายเหตุ *หมายถึง ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิในจต่ละสถานการณ์มีค่านอ้ยท่ีสุด 
 

พิจารณาตารางท่ี 4.3 พารามิเตอร์ชุดท่ี 3 ประกอบด้วย 07β0.5,β,20β
210
 . จละ 

-0.2β
3
  พิจารณาท่ี n มีขนาด 20, 60, 100 จละ 200 เม่ือค่าร้อยละการสูญหายเป็น 5, 10 จละ 15 

พบวา่วิธี NNI ให้ค่า MSE ต ่าสุด รองลงมาคือ วิธี WNPR ในขนาดตวัอยา่งท่ี 20, 60 จละ 100 จละวิธี 
PRI ในขนาดตวัอยา่งท่ี 200  

เม่ือพิจารณาท่ี n = 20 เม่ือร้อยละการสูญหายมากข้ึนพบวา่ค่า MSE มีค่าสูงข้ึนในทั้งสามวิธี 
พิจารณาท่ี n=60, 100 จละ 200 ในวธีิ NNI เม่ือร้อยละการสูญหายเพิ่มข้ึนค่า MSE มีค่าต ่าลง ในขณะท่ี
วธีิ PRI จละ WNPR เม่ือร้อยละการสูญหายเพิ่มข้ึน พบวา่ค่า MSE มีค่าสูงข้ึน 
 
 
 
 
 

n ร้อยละการ
สูญหาย 

Method 

NNI PRI WNPR 
20 5 1.2929* 1.3684 1.3231 

10 1.3394* 1.6526 1.5153 
15 1.3740* 1.6823 1.6118 

60 5 1.2629* 1.3381 1.3010 
10 1.0970* 1.3383 1.3308 
15 1.0831* 1.3479 1.3385 

100 5 1.1414* 1.2286 1.1904 
10 1.0959* 1.2346 1.2804 
15 1.0465* 1.2407 1.3470 

200 5 1.1274* 1.2168 1.2221 
10 1.0742* 1.2245 1.3222 
15 1.0136* 1.2271 1.3358 
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ตารางที ่4.4 ค่าประมาณขอ้มูลสูญหายดว้ยวิธีการประมาณค่าสูญหายสามวิธี ขนาดตวัอยา่ง ร้อย
ละการสูญหาย เ ม่ือค่าพารามิเตอร์ เป็น 0.2β0.8,β0.5,β

210
  จละ 

-0.7β
3
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
หมายเหตุ *หมายถึง ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิในจต่ละสถานการณ์มีค่านอ้ยท่ีสุด 
 

พิจารณาตารางท่ี 4.4 พารามิเตอร์ชุดท่ี 4 ประกอบดว้ย 0.2β0.8,β0.5,β
210

  จละ 

-0.7β
3
  พิจารณาท่ี n มีขนาด 20, 60, 100 จละ 200 เม่ือค่าร้อยละการสูญหายเป็น 5, 10 จละ 15 

พบวา่วิธี PRI ให้ค่า MSE ต ่าสุด รองลงมาคือ วิธี WNPR จละวิธี NNI ตามล าดบั เม่ือพิจารณาในทุก
วธีิพบวา่เม่ือร้อยละการสูญหายเพิ่มข้ึน ค่า MSE จะมีค่าสูงข้ึนตามไปดว้ย จละเม่ือขนาดตวัอยา่งตั้งจต่ 
60 หน่วยข้ึนไป ค่า MSE จะมีค่าลดลง 
 
 
 
 
 

n ร้อยละการ
สูญหาย 

Method 

NNI PRI WNPR 
20 5 4.7496 4.5293* 4.7078 

10 5.9849 5.1315* 5.2375 
15 5.6332 5.1978* 5.4752 

60 5 5.6359 5.3325* 5.4624 
10 6.4026 5.7103* 6.0182 
15 8.2922 7.2287* 7.7146 

100 5 5.1385 4.7827* 4.9406 
10 5.5178 4.8510* 5.1636 
15 6.2169 4.9898* 5.5093 

200 5 4.6752 4.3460* 4.5160 
10 5.0756 4.4137* 4.7524 
15 5.6226 4.5001* 5.0527 
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ตารางที ่4.5 ค่าประมาณขอ้มูลสูญหายดว้ยวิธีการประมาณค่าสูญหายสามวิธี ขนาดตวัอยา่ง ร้อย
ละการสูญหาย เม่ือค่าพารามิเตอร์เป็น 0.8β0.2,β0.7,β

210
  จละ 0.5β

3
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
หมายเหตุ *หมายถึง ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิในจต่ละสถานการณ์มีค่านอ้ยท่ีสุด 
 

พิจารณาตารางท่ี 4.5 พารามิเตอร์ชุดท่ี 5 ประกอบด้วย 0.8β0.2,β0.7,β
210
  จละ 

0.5β
3
  พิจารณาท่ี n มีขนาด 60, 100 จละ 200 เม่ือค่าร้อยละการสูญหายเป็น 5, 10 จละ 15 พบวา่วิธี 

NNI ใหค้่า MSE ต ่าสุด  รองลงมาคือ วธีิ WNPR จละวธีิ PRI ตามล าดบั เม่ือร้อยละการสูญหายเพิ่มข้ึน 
วธีิ NNI ใหค้่า MSE ท่ีต ่าลงไปดว้ย 

พิจารณาท่ี n=20 เม่ือค่าร้อยละการสูญหายเพิ่มข้ึน PRI  ให้ค่า MSE ต ่าลง จละท่ีขนาดตวัอยา่ง
เป็น 60, 100 จละ 200 จะให้ค่า MSE สูงข้ึน จละเม่ือพิจารณาท่ี 20, 60 จละ 200 เม่ือค่าร้อยละการสูญ
หายเพิ่มข้ึน WNPR  ใหค้่า MSE ต ่าลง จละท่ีขนาดตวัอยา่งเป็น 100 จะใหค้่า MSE สูงข้ึน 

เม่ือพิจารณาท่ีขนาดตวัอยา่ง ในทุกวธีิ เม่ือขนาดตวัอยา่งสูงข้ึนกลบัให้ค่า MSE ท่ีสูงข้ึนตามไป
ดว้ย 
 
 
 

n ร้อยละการ
สูญหาย 

Method 

NNI PRI WNPR 
20 5 0.2109* 0.2190 0.2154 

10 0.1984* 0.2144 0.2063 
15 0.1898* 0.2122 0.2015 

60 5 0.2251* 0.2343 0.2298 
10 0.2119* 0.2358 0.2289 
15 0.2085* 0.2359 0.2284 

100 5 0.2303* 0.2395 0.2360 
10 0.2224* 0.2423 0.2355 
15 0.2092* 0.2436 0.2308 

200 5 0.2321* 0.2417 0.2385 
10 0.2231* 0.2427 0.2379 
15 0.2165* 0.2490 0.2450 
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           (ก)            (ข) 

 

 
    
          (ค)          (ง) 

ภาพที ่4.1 ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิการประมาณค่าสูญหาย NNI, PRI และ WNPR 
ท่ีมีค่าพารามิเตอร์เป็น ( 0.2β0.2,β0.7,β

210
  จละ 0.5β

3
 ) 

(ก) n = 20    (ข) n = 60 
(ค) n = 100    (ง) n = 200 
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           (ก)            (ข) 

 

 
    
          (ค)          (ง) 

ภาพที ่4.2 ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิการประมาณค่าสูญหาย NNI, PRI และ WNPR 
ท่ีมีค่าพารามิเตอร์เป็น ( 0.2β0.2,β0.5,β

210
  จละ 0.7β

3
 ) 

(ก) n = 20    (ข) n = 60 
(ค) n = 100    (ง) n = 200 
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           (ก)            (ข) 

 

 
    
          (ค)          (ง) 

ภาพที ่4.3 ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิการประมาณค่าสูญหาย NNI, PRI และ WNPR 
ท่ีมีค่าพารามิเตอร์เป็น ( 07β0.5,β,20β

210
 . จละ -0.2β

3
 ) 

(ก) n = 20    (ข) n = 60 
(ค) n = 100    (ง) n = 200 
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           (ก)            (ข) 

 

 
    
          (ค)          (ง) 

ภาพที ่4.4 ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิการประมาณค่าสูญหาย NNI, PRI และ WNPR 
ท่ีมีค่าพารามิเตอร์เป็น ( 0.2β0.8,β0.5,β

210
  จละ -0.7β

3
 ) 

(ก) n = 20    (ข) n = 60 
(ค) n = 100    (ง) n = 200 
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           (ก)            (ข) 

 

 
    
          (ค)          (ง) 

ภาพที ่4.5 ค่าคลาดเคล่ือนก าลงัสองเฉล่ียของวธีิการประมาณค่าสูญหาย NNI, PRI และ WNPR 
ท่ีมีค่าพารามิเตอร์เป็น ( 0.8β0.2,β0.7,β

210
  จละ 0.5β

3
 ) 

(ก) n = 20    (ข) n = 60 
(ค) n = 100    (ง) n = 200 
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บทที ่5 

สรุปผลและอภปิราย 

 

การศึกษาคร้ังน้ีมีวตัถุประสงคเ์พื่อเปรียบเทียบวิธีการประมาณค่าส าหรับขอ้มูลสูญหายในการ
วิเคราะห์การถดถอยปัวซง โดยท าการจ าลองสถานการณ์ให้ขอ้มูลมีการสูญภายใตก้ารแจกแจงปัวซง 
ในกรณีขนาดตวัอยา่ง และร้อยละการสูญหายต่างกนั พร้อมทั้งประมาณค่าสูญหายดว้ยวิธีระยะห่าง
ใกลสุ้ด วธีิการถดถอยปัวซง และวธีิถ่วงน ้าหนกั จากนั้นท าการเปรียบเทียบวิธีการประมาณค่าสูญหาย
ทั้ง 3 วธีิ ดว้ยวธีิคลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุดซ่ึงสามารถสรุปผลและอภิปรายผลการศึกษาไดด้งัน้ี 

5.1 สรุปผลการศึกษา 

5.1.1 ผลการศึกษาในการเปรียบเทยีบค่าคลาดเคล่ือนก าลงัสองเฉลีย่ 

เม่ือจ าลองขอ้มูลภายใตก้ารแจกแจงปัวซงมีขนาดตวัอยา่ง 20, 60, 100 และ 200 ค่าร้อยละการ
สูญหายเป็น 5, 10 และ 15และมีพารามิเตอร์ดงัต่อไปน้ี 

ชุดท่ี 1 คือ 0.2β0.2,β0.7,β
210

  และ 0.5β
3
  

ชุดท่ี2 คือ 0.2β0.2,β0.5,β
210
  และ 0.7β

3
  

ชุดท่ี 3 คือ 07β0.5,β,20β
210
 . และ -0.2β

3
  

ชุดท่ี 4 คือ 0.2β0.8,β0.5,β
210

  และ -0.7β
3


 
และชุดท่ี 5 คือ 0.8β0.2,β0.7,β

210
  และ 0.5β

3
  

พารามิเตอร์ชุดท่ี 1 พบวา่วิธีระยะห่างใกลสุ้ดเป็นวิธีท่ีให้ค่าความเคล่ือนต ่าสุด รองลงมาคือวิธี
ถ่วงน ้าหนกัและวธีิการถดถอยปัวซงตามล าดบั เม่ือค่าร้อยละการสูญหายเพิ่มมากข้ึน วิธีระยะห่างใกล้
สุดให้ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียต ่าลง และเม่ือขนาดตวัอย่างเพิ่มข้ึนค่าความคลาดเคล่ือน
ก าลงัสองเฉล่ียข้ึนลงไม่สม ่าเสมอ ในขณะท่ีวิธีการถดถอยปัวซงและวิธีถ่วงน ้ าหนกัเม่ือค่าร้อยละการ
สูญหายเพิ่มมากข้ึนค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่าท่ีเพิ่มข้ึนตามไปดว้ย แต่ขนาดตวัอยา่งเพิ่ม
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มากข้ึนค่าความคลาดเคล่ือนก าลงัสองเฉล่ียข้ึนลงไม่สม ่าเสมอ ในกรณีน้ีวิธีถ่วงน ้ าหนักเป็นวิธีท่ี
เหมาะสมท่ีสุด 

พารามิเตอร์ชุดท่ี 2 พบวา่วิธีระยะห่างใกลสุ้ดเป็นวิธีท่ีให้ค่าความเคล่ือนก าลงัสองเฉล่ียต ่าสุด
ในขนาดตวัอยา่งเป็น 20 เม่ือร้อยละการสูญหายมากข้ึนพบวา่ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่า
สูงข้ึนในทั้ง 3 วิธี ส่วนขนาดตวัอยา่งเป็น 60, 100 และ 200 ในวิธีระยะห่างใกลสุ้ดเม่ือร้อยละการสูญ
หายเพิ่มข้ึนค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่าต ่าลง ในขณะท่ีวิธีการถดถอยปัวซงและวิธีถ่วง
น ้ าหนกัเม่ือร้อยละการสูญหายเพิ่มข้ึน พบว่าค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่าสูงข้ึน ในกรณี
วิธีการถดถอยปัวซงจึงเป็นวิธีท่ีเหมาะสมท่ีสุดท่ีเม่ือขนาดตวัอย่างเป็น 100 และ 200 ส่วนวิธีถ่วง
น ้าหนกัเป็นวธีิท่ีเหมาะสมท่ีสุดเม่ือขนาดตวัอยา่งเป็น 20 และ 60 

พารามิเตอร์ชุดท่ี 3 ขนาดตวัอยา่งเป็น 20, 60 และ 100 พบวา่วิธีระยะห่างใกลสุ้ดให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุด ส่วนขนาดตวัอยา่งเป็น 200 พบวา่วิธีการถดถอยปัวซงให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุด เม่ือพิจารณาท่ีขนาดตวัอยา่งเป็น 20 เม่ือร้อยละการสูญหายมากข้ึน
พบว่าค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่าสูงข้ึนในทั้งสามวิธี และพิจารณาท่ีขนาดตวัอย่าง 60, 
100 และ 200 เม่ือร้อยละการสูญหายเพิ่มข้ึนค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่าต ่าลงในวิธี
ระยะห่างใกล้สุด ในขณะท่ีวิธีการถดถอยปัวซงและวิธีถ่วงน ้ าหนักเม่ือร้อยละการสูญหายเพิ่มข้ึน 
พบวา่ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีค่าสูงข้ึน ในกรณีวธีิการถดถอยปัวซงจึงเป็นวิธีท่ีเหมาะสม
ท่ีสุดท่ีในกรณีท่ีขนาดตวัอย่าง 200 ส่วนวิธีถ่วงน ้ าหนกัเป็นวิธีท่ีเหมาะสมท่ีสุดเม่ือขนาดตวัอยา่ง 20, 
60 และ 100 

พารามิเตอร์ชุดท่ี 4 ในทุกขนาดตวัอย่าง พบว่าวิธีการถดถอยปัวซงให้ค่าความคลาดเคล่ือน
ก าลงัสองเฉล่ียต ่าสุด รองลงมาคือวิธีถ่วงน ้ าหนกัและวิธีระยะห่างใกลสุ้ดตามล าดบั เม่ือพิจารณาใน
ทุกวิธีพบวา่เม่ือร้อยละการสูญหายเพิ่มข้ึน ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียจะมีค่าสูงข้ึนตามไป
ดว้ย และเม่ือขนาดตวัอยา่งตั้งแต่ 60 หน่วยข้ึนไป ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียจะมีค่าลดลง ใน
กรณีน้ีวธีิการถดถอยปัวซงเป็นวธีิท่ีเหมาะสมท่ีสุด 

พารามิเตอร์ชุดท่ี 5 วธีิระยะห่างใกลสุ้ดใหค้่าความคลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุด  รองลงมา
คือ วธีิถ่วงน ้าหนกัและวธีิการถดถอยปัวซงตามล าดบั เม่ือร้อยละการสูญหายเพิ่มข้ึน วิธีระยะห่างใกล้
สุดให้ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียท่ีต ่าลงไปดว้ย พิจารณาท่ีขนาดตวัอยา่งเป็น 20 เม่ือค่าร้อย
ละการสูญหายเพิ่มข้ึนวิธีการถดถอยปัวซงให้ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียต ่าลงและท่ีขนาด
ตวัอยา่งเป็น 60, 100 และ 200 ให้ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียสูงข้ึน และเม่ือพิจารณาท่ีขนาด
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ตวัอย่างเป็น 20, 60 และ 100 เม่ือค่าร้อยละการสูญหายเพิ่มข้ึนวิธีถ่วงน ้ าหนักจะให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียต ่าลง แต่เม่ือขนาดตวัอยา่งเป็น 200 วธีิน้ีใหค้่าความคลาดเคล่ือนก าลงัสอง
เฉล่ียข้ึนลงไม่สม ่าเสมอ ในกรณีน้ีวิธีการถดถอยปัวซงจึงเป็นวิธีท่ีเหมาะสมท่ีสุดเม่ือขนาดตวัอย่าง
เป็น 60, 100 และ 200 ส่วนวธีิถ่วงน ้าหนกัเป็นวธีิท่ีเหมาะสมท่ีสุดเม่ือขนาดตวัอยา่งเป็น 20 

5.2 อภิปรายผลการศึกษา 

จากผลการศึกษาการเปรียบเทียบเทียบวิธีการประมาณค่าส าหรับขอ้มูลสูญหายในการถดถอย
ปัวซง พบวา่ในชุดพารามิเตอร์ท่ีแตกต่างกนัให้ผลท่ีแตกต่างกนั รวมทั้งเม่ือขนาดตวัอยา่ง และร้อยละ
การสูญหายต่างกนั จะให้ค่าคลาดเคล่ือนก าลงัสองเฉล่ียต่างกนัดว้ย ในพารามิเตอร์ชุดท่ี 1 2 และ 3
พบวา่วธีิระยะห่างใกลสุ้ดให้ค่าคลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุดแต่เน่ืองจากเม่ือขนาดตวัอยา่งท่ีมาก
ข้ึนจะใหค้่าความคลาดเคล่ือนก าลงัสองเฉล่ียท่ีข้ึนลงไม่สม ่าเสมอ และเม่ือร้อยละการสูญหายเพิ่มมาก
ข้ึนกลบัให้ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียท่ีต ่าลง สอดคลอ้งกบั งานวิจยัของภาคย ์สิทธิผกาผล 
(2555) พบวา่เม่ือขนาดตวัอยา่งเพิ่มข้ึนและร้อยละของขอ้มูลท่ีสูญหายเพิ่มข้ึน ค่าสัมประสิทธ์ิการแปร
ผนัมีแนวโน้มลดลง ดังนั้ นจึงควรใช้ข้อมูลท่ีมีขนาดใหญ่และมีระดับของข้อมูลท่ีสูญหายอย่าง
เหมาะสมเพื่อช่วยลดความคลาดเคล่ือนก าลังสองเฉล่ียและเพิ่มความแม่นย  าในการประมาณ
เพราะฉะนั้นวิธีระยะห่างใกล้สุดอาจจะไม่เหมาะสมในการน ามาให้ในกรณีน้ีควรหลีกเล่ียงไปใช้
วธีิการถดถอยปัวซงหรือวธีิถ่วงน ้าหนกั ตามความเหมาะสมของขนาดตวัอยา่งและร้อยละการสูญหาย 

พารามิเตอร์ชุดท่ี 4  ในทุกขนาดตวัอย่าง พบว่าวิธีการถดถอยปัวซงให้ค่าความคลาดเคล่ือน
ก าลงัสองเฉล่ียต ่าสุด เพราะฉะนั้นวิธีการถดถอยปัวซงเป็นวิธีท่ีเหมาะสมท่ีสุด รองลงมาคือวิธีถ่วง
น ้ าหนกัและวิธีระยะห่างใกลสุ้ดตามล าดบั เม่ือพิจารณาในทุกวิธีพบวา่เม่ือร้อยละการสูญหายเพิ่มข้ึน 
ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียจะมีค่าสูงข้ึนตามไปดว้ย และเม่ือขนาดตวัอย่างตั้งแต่ 60 หน่วย
ข้ึนไป ค่าความคลาดเคล่ือนก าลงัสองเฉล่ียจะมีค่าลดลงสอดคลอ้งกบั Fatma El Zahra S. Salama, 
Ahmed M. Gad และ Amany M. Mohamed (2016) ไดท้  าการศึกษาวธีิการวิเคราะห์เปรียบเทียบวิธีการ
ประมาณค่าสูญหายส าหรับขอ้มูลจ านวนนบัแบบระยะยาวท่ีมีขอ้มูลสูญหาย ภายใตก้ารแจกแจงปัวซง 
โดยศึกษาจ าลองเพื่อเปรียบเทียบวธีิการต่างๆ ภายใตส้ถานการณ์ท่ีแตกต่างกนั ในกลุ่ม MCAR จะเห็น
ไดว้า่วิธีการประมาณทั้งหมดสร้างการประมาณท่ีค่อนขา้งเป็นกลาง ความเอนเอียงสัมพทัธ์ต ่ากวา่ 30 
% ส าหรับวธีิการทั้งหมด เม่ืออตัราการสูญหายและขนาดตวัอยา่งท่ีเปล่ียนแปลงไป ภายใต ้MCAR วิธี 
WGEE จะเอนเอียงนอ้ยกวา่ และภายใต ้MAR วิธี WGEE นั้นดีกวา่ในหลายกรณีแสดงวา่ร้อยละของ
การสูญหายมีผลต่อวิธีการประมาณค่าสูญหาย แสดงให้เห็นว่าในวิธีการประมาณค่าและร้อยละการ
สูญหายต่างกนั ใหผ้ลท่ีแตกต่างกนัดว้ย 
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พารามิเตอร์ชุดท่ี 5 ขนาดตัวอย่างเป็น 60, 100 และ 200 วิธีระยะห่างใกล้สุดให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียต ่าสุด เม่ือร้อยละการสูญหายเพิ่มข้ึนวิธีระยะห่างใกล้สุดให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียท่ีต ่าลงไปด้วย และในวิธีการถดถอยปัวซงและวิธีถ่วงน ้ าหนักท่ีขนาด
ตวัอยา่งต่างๆ ทั้งสองวธีิจะใหผ้ลท่ีแตกต่างกนัดว้ยกนัไป ซ่ึงไม่สามารถบอกสรุปวธีิใดเป็นวิธีท่ีดีท่ีสุด 
และพิจารณาท่ีขนาดตัวอย่างต่างๆ ในทุกวิธีพบว่าเม่ือขนาดตัวอย่างสูงข้ึนกลับให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียท่ีสูงข้ึนตามไปดว้ยสอดคลอ้งกบัอุษณีย ์ วงศ์อามาตย(์2555) ไดท้  าการ
เปรียบเทียบวิธีการประมาณค่าสูญหายแบบนอนอิกนอร์เรเบิล ในการวิเคราะห์การถดถอยเชิงเส้น
พบว่าวิธีการประมาณทุกวิธีสามารถประมาณได้ดีข้ึนเม่ือขนาดตัวอย่างมีขนาดใหญ่ข้ึน วิธีการ
ประมาณทุกวิธีประมาณได้แยล่งเม่ือส่วนเบ่ียงเบนมาตรฐานของค่าความคลาดเคล่ือนก าลงัสองเฉล่ีย 
สัดส่วนของการสูญหาย และระดบัของการสูญหายแบบอิกนอร์เรเบิล 

 
5.3 ข้อเสนอแนะ 

จากการศึกษาเปรียบเทียบวธีิการประมาณค่าส าหรับขอ้มูลสูญหายภายใตก้ารแจกแจงปัวซง ทั้ง 
3 วิธี เม่ือค่าพารามิเตอร์ทุกตวัมีค่าเป็นบวก ในกรณีท่ีขนาดตวัอย่างมีขนาดใหญ่วิธีการถดถอยปัวซง
เป็นวิธีท่ีเหมาะสมท่ีสุด ในกรณีตวัอย่างมีขนาดเล็กวิธีถ่วงน ้ าหนกัเป็นวิธีท่ีเหมาะสมท่ีสุด ในกรณีท่ี
พารามิเตอร์ทุกตวัมีค่าเป็นลบ วธีิประมาณค่าสูญหายดว้ยการถดถอยปัวซงเป็นวิธีท่ีเหมะสมท่ีสุด และ
กรณีท่ีพารามิเตอร์มีค่าทั้งบวกและลบวิธีการถดถอยปัวซงและวิธีการถ่วงน ้ าหนกัทั้งสองวิธีน้ีให้ผลท่ี
ใกล้เคียงกัน การน าวิธีการประมาณค่าสูญหายในการค้นควา้แบบอิสระน้ีไปใช้ควรเลือกวิธีการ
ประมาณค่าสูญหายใหเ้หมาะสมตามท่ีไดก้ล่าวขา้งตน้ 

ส่วนวธีิระยะห่างใกลสุ้ดเม่ือร้อยละการสูญหายเพิ่มข้ึนพบวา่ค่าคลาดเคล่ือนก าลงัสองเฉล่ียมีค่า
ลดลง และเม่ือขนาดตวัอยา่งเพิ่มข้ึนค่าความคลาดเคล่ือนก าลงัสองเฉล่ียมีแนวโนม้ข้ึนลงไม่สม ่าเสมอ 
ฉะนั้นไม่แนะน าให้ใช้วิธีน้ี เน่ืองจากวิธีระยะห่างใกล้สุดใช้หลักการของการถดถอยทัว่ไป การ
น ามาใช้ในกรณีท่ีตัวแปรตอบสนองเป็นจ านวนนับ ท าให้ค่าเกิดความเอนเอียงและให้ผลท่ี
คลาดเคล่ือนได ้
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ภาคผนวก ก 

 
 รูปแบบการจ าลองสถานการณ์ การประมาณค่าสูญหายทั้งสามวิธี ไดแ้ก่ วิธี NNI PRI และ 
WNPR ดว้ยการจ าลองจากโปรแกรม R version 3.3.1 
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การจ าลองข้อมูลการการเขียนโค้ดในโปรแกรม R version 3.3.1 

####################### Setting of Values ############################# 

########## Regression Coefficient ############ 

b0 <- -1.5 

b1 <- 0.2 

b2 <- 0.5 

b3 <- 0.8 

 

######### Simple Size ######################## 

n<-20 

 

####### Probaility of missing data ########### 

prob_missing_data=0.15 

 

####### Loop of simulation ################### 

L=1000 

 

########## Setting of MSE Variable ############ 

MSE_PRI<-rep(NA,L) 

MSE_NNI<-rep(NA,L) 

MSE_WNPR<-rep(NA,L) 
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###################################Start of Simulation ################## 

for (tt in 1:L){ 

 

######Generate random variable for Poisson Regression ############ 

x1 <- runif(n) 

x2 <- runif(n) 

x3 <- runif(n) 

lam <- exp( b0 + b1 * x1 + b2 * x2 + b3 * x3 ) 

 

y.pois <- rpois(n,lam) 

POIS<- data.frame( y.pois, x1, x2, x3 ) 

 

########## function of MAR missingness in y  

 

generate.md <- function( data, pos = 1, Z = 2, pmis = prob_missing_data, 

strength = c(prob_missing_data,1-prob_missing_data ) ) 

{ 

total <- round( pmis * nrow(data) ) 

sm <- which( data[,Z] < mean( data[,Z] ) ) 

 gr <- which( data[,Z] > mean( data[,Z] ) ) 
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 sel.sm <- sample( sm, round( strength[1] * total ) ) 

 sel.gr <- sample( gr, round( strength[2] * total ) ) 

 sel <- c( sel.sm, sel.gr ) 

 data[sel,pos] <- NA 

 return(data) 

 } 

 

########## MAR missingness to simulated data using generate.md function 

MissingPOIS <- generate.md( POIS, pmis = prob_missing_data, strength = c( prob_missing_data,1-
prob_missing_data) ) 

new_MissingPOIS<- data.frame(MissingPOIS[is.na(MissingPOIS$y.pois),]) 

PRI=MissingPOIS 

WNPR=MissingPOIS 

 

 

##########Nearest-Neighbor Hot-Deck Imputation Method of estimating missing data ##### 

################## "eukl", Euclidean distance ###################### 

NNI=impute.NN_HD(DATA=MissingPOIS,distance="eukl",comp="mean",donor_limit=1,optimal
_donor="odd") 

############End of Nearest-Neighbor Hot-Deck Imputation Method######### 

 

###################### Poisson Regression Imputation ############################ 
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A=glm( y.pois ~ x1 + x2 + x3, family = "poisson" ,data=MissingPOIS,na.action = "na.omit")  

 

##### Selected Missing Data ###### 

new_PRI <- data.frame(PRI[is.na(PRI$y.pois),]) 

new_PRI 

##### Predict Missing Data ###### 

predictlamda=exp(predict(A,new_PRI)) 

 

##### Random Missing Data function ###### 

mipois<-function(predictlamda){ 

data<-numeric() 

  for(i in 1 : length(predictlamda)) 

  { 

                   a=predictlamda[i] 

   data[i]<- rpois(1, a) 

  } 

return(data) 

} 

 

##### Substance Missing Data  ###### 
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BB=mipois(predictlamda) 

PRI$y.pois[is.na(PRI$y.pois)]= BB 

BB 

#################End of Poisson Regression Imputation#################### 

 

########## Weighted Nearest Neighbor and Poisson Regression (WNPR) ############## 

 

NNI1<- data.frame( MissingPOIS$y.pois,NNI) 

NNI2<- data.frame(NNI1[is.na(NNI1$MissingPOIS.y.pois),]) 

NNI2$y.pois 

CC<-rep(NA,length(new_MissingPOIS)) 

for(i in 1 : length(new_MissingPOIS)) 

{ 

  u<-runif(1) 

   if (u<0.5) { CC[i]=BB[i] } else {CC[i]=NNI2$y.pois[i]} 

} 

WNPR$y.pois[is.na(WNPR$y.pois)]= CC 

 

###########End of Weighted Nearest Neighbor and Poisson Regression (WNPR)########## # 

 

#### Estimate Parameter for Poission regression with no estimating missing data ########### 
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respoisPRI<-glm( y.pois ~ x1 + x2 + x3, family = "poisson" ,data=PRI)  

MSE_PRI[tt]<-var(respoisPRI$residuals) 

 

respoisNNI<-glm( y.pois ~ x1 + x2 + x3, family = "poisson" ,data=NNI)  

MSE_NNI[tt]<-var(respoisNNI$residuals) 

 

respoisWNPR<-glm( y.pois ~ x1 + x2 + x3, family = "poisson" ,data=WNPR)  

MSE_WNPR[tt]<-var(respoisWNPR$residuals) 

 

} 

########################  End of Simulation  ############################### 

 

########################### Report ##################################### 

MsePRI<-mean(MSE_PRI) 

MseNNI<-mean(MSE_NNI) 

MseWNPR<-mean(MSE_WNPR) 

MsePRI 

MseNNI 

MseWNPR 
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